
www.manaraa.com

University of Colorado, Boulder
CU Scholar
Aerospace Engineering Sciences Graduate Theses &
Dissertations Aerospace Engineering Sciences

Spring 1-1-2013

Remote Measurement of Shallow Media Depth
Using Polarization Lidar
Steven Edward Mitchell
University of Colorado at Boulder, steven.e.mitchell@gmail.com

Follow this and additional works at: https://scholar.colorado.edu/asen_gradetds

Part of the Aerospace Engineering Commons, and the Remote Sensing Commons

This Dissertation is brought to you for free and open access by Aerospace Engineering Sciences at CU Scholar. It has been accepted for inclusion in
Aerospace Engineering Sciences Graduate Theses & Dissertations by an authorized administrator of CU Scholar. For more information, please contact
cuscholaradmin@colorado.edu.

Recommended Citation
Mitchell, Steven Edward, "Remote Measurement of Shallow Media Depth Using Polarization Lidar" (2013). Aerospace Engineering
Sciences Graduate Theses & Dissertations. 71.
https://scholar.colorado.edu/asen_gradetds/71

https://scholar.colorado.edu?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/asen_gradetds?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/asen_gradetds?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/asen?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/asen_gradetds?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/218?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/1192?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/asen_gradetds/71?utm_source=scholar.colorado.edu%2Fasen_gradetds%2F71&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:cuscholaradmin@colorado.edu


www.manaraa.com

Remote Measurement of Shallow Media Depth Using

Polarization Lidar

by

Steven E. Mitchell

B.S., Mechanical Engineering, University of Maryland at College Park,

2005

M.S., Aerospace Engineering Sciences, University of Colorado at Boulder,

2009

A thesis submitted to the

Faculty of the Graduate School of the

University of Colorado in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

Department of Aerospace Engineering Sciences

2013



www.manaraa.com

This thesis entitled:
Remote Measurement of Shallow Media Depth Using Polarization Lidar

written by Steven E. Mitchell
has been approved for the Department of Aerospace Engineering Sciences

Dr. Jeffrey P. Thayer

Dr. Xinzhao Chu

Date

The final copy of this thesis has been examined by the signatories, and we find that both the
content and the form meet acceptable presentation standards of scholarly work in the above

mentioned discipline.



www.manaraa.com

iii

Mitchell, Steven E. (Ph.D., Aerospace Engineering Sciences)

Remote Measurement of Shallow Media Depth Using Polarization Lidar

Thesis directed by Dr. Jeffrey P. Thayer

Active noncontact range measurement sensors transmit electromagnetic radiation onto a

remote target and process the received scattered signals to resolve the separation distance, or

range, between the sensor and target. For lidar sensors, range is resolved by halving the roundtrip

transit time multiplied by the speed of light, accounting for the refractive indices of the transit

media. The ranging technique enables remote measurement of depth by resolving the range to

sequential surfaces. Depth measurement in the shallow regime has conventionally been limited by

the presence of ambiguous, overlapping optical pulses scattered from sequential surfaces. Enhanced

performance in the shallow regime has conventionally come at the expense of the increased cost

and complexity associated with high performance componentry. The issue of remote shallow depth

measurement presents an opportunity for a novel approach to lidar sensor development.

In this work, I discuss how the issue of ambiguity in the shallow depth measurement may

be addressed by exploiting the polarization orientation of the transmitted and received optical

signals, the components of which are modified during the range observation by naturally-occurring

phenomena. Conventional pulsed time of flight laser ranging sensors are unable to resolve the

shallow depth between overlapping pulses received from sequential surfaces due to operation in the

scalar lidar regime, where the intensity of the received scattered signal is measured with no regard

for polarization information. Enhanced performance by scalar lidar sensors in the shallow media

regime has been conventionally enabled through incorporation of picosecond pulse width lasers and

fast photodetectors, along with their associated increase in cost and complexity.

The polarization lidar approach to shallow depth measurement developed in the dissertation

facilitates the use of common lasers, optics, and detection componentry, making it comparatively

less complex and costly while achieving two orders of magnitude improvement in the depth reso-
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lution of distant targets. Evolution of the measurement is presented, from concept and laboratory

demonstration to development of prototype instrumentation. The approach is presented within

the context of lidar bathymetry, with demonstrated measurement of 1 cm water depths with an

uncertainty of ±3 mm. Furthermore, the approach provides an estimate of the first surface linear

depolarization ratio, enabling differentiation between surfaces defined by variable scattering matri-

ces. The theory is sufficiently generalized for future application to depth measurement of additional

media with bounding surfaces defined by unique scattering matrices.
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Chapter 1

Introduction

1.1 Research Impact

This dissertation focuses on improving the capacity of pulsed time of flight (TOF) laser

ranging sensors to resolve the depths of distant shallow media by exploiting the polarization ori-

entation of transmitted and received optical signals. The research has provided the first remote

depth measurement of extremely shallow media using a laser ranging sensor. Evolution of the

measurement is presented, from concept to laboratory demonstration to development and op-

eration of prototype instrumentation, which has led to publication [99, 97] and patent [98] op-

portunities. The research is performed in the context of lidar bathymetry and has had tangi-

ble impact on the community, including reference in bathymetry texts such as the 2012 book

Fluvial Remote Sensing for Science and Management by Carbonneau and Piégay [23]. Parallel ap-

plications in additional areas of remote depth sensing are provided at the conclusion of this disser-

tation in support of continued future exploration.

“In the future, hardware and software developments
will enhance the resolution, accuracy, and types of data
products derived from riverine airborne lidar surveys.
First, the use of polarized lidar will probably enhance
the capacities of extremely shallow water bathymetry
(Mitchell et al., 2010).”
Carbonneau and Piégay, Fluvial Remote Sensing for Science and Management
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The outcomes of this research include:

• Developed a novel, sophisticated approach to resolve the depths of distant shallow media by

evaluating the differing polarization orientations of optical signals scattered from bounding

media surfaces

• Demonstrated exploitation of naturally-occurring phase modification induced by the scat-

tering process to enable resolution of intrapulse received signals and remove conventional

pulse overlap limitations in the shallow media regime

• Developed an approach to differentiate between media surface types by measuring the

propensity of the surface to modify the polarization orientation of the incident laser signal

• Developed a prototype lidar sensor demonstrating the advantages of the polarization ap-

proach over conventional lidar approaches that favor high performance componentry such

as picosecond pulse width lasers and fast detection electronics

The fundamental impact of the dissertation research is the removal of limitations imposed

by pulse overlap ambiguities in the shallow media regime and subsequent improvement in the

depth measurement capabilities of pulsed TOF lidar sensors. Conventionally, the severity of the

pulse overlap limitation has been reduced by incorporating components of reduced temporal width

into the sensor; however, this brute force approach requires high performance componentry such as

picosecond pulse width lasers and fast detection electronics, leading to increased cost and complexity

of the system. This dissertation offers a more sophisticated approach to overcome pulse overlap

ambiguities by configuring the system to evaluate the polarization orientation of the received optical

signal, the components of which are naturally modified during the scattering process. This approach

allows for the use of common lasers, optics, and detection components, making it comparatively less

complex and costly while achieving two orders of magnitude improvement in the depth resolution

of distant shallow media compared to conventional approaches.
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1.2 Resolving Range

Range measurement sensors resolve the separation distance between the sensor and a target

of interest. These sensors have heritage in applications including computer vision and robotics [73],

target tracking [7, 38], and topographic and coastal mapping [2, 17, 59, 78]. Active noncontact

range-resolving sensors transmit electromagnetic radiation onto the target and process the received

scattered signal to resolve the distance (or range) between the sensor and target. Applications

requiring high spatial resolution transmit optical radiation, primarily for the reduced divergence

compared to radio and ultrasonic wavelengths. Active noncontact optical ranging encompasses

three approaches [6, 79]: interferometry, time of flight, and triangulation. While the reader is

directed to [16, 76] for a detailed description of each approach, Figure (1.1) provides an overview

of the operational range and resolution capabilities of the conventional active noncontact optical

ranging techniques.

Remote range-resolution environments such as mapping, in which the target is located hun-

dreds to thousands of meters from the sensor, lend themselves to the pulsed TOF technique, which

permits transmission of higher peak power than interferometric or triangulation techniques. In

direct detection pulsed TOF ranging, the sensor emits a pulse of laser energy toward the target

and measures the transit time required for the scattered light to be received by the sensor. Range

between the sensor and target is resolved by taking half of the roundtrip transit time multiplied by

the speed of light, accounting for the refractive index of the transit media along the optical path.

1.3 Remote Sensing of Depth

Remote range-resolved observations through semitransparent media, in which the target is

of finite thickness bounded by a first and second surface, are also enabled by the pulsed TOF

technique. Here, range observations between the sensor and bounding surfaces are resolved to enable

a measurement of media depth along the probed optical path [96]. Measurement of media depth

fundamentally requires a) the first surface to be penetrable, and b) both surfaces to be detectable.
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Figure 1.1: Comparison of the operational range and resolution capabilities of conventional active
noncontact optical ranging techniques, modified from [16].
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In the case of aqueous media, the pulsed TOF technique has heritage in resolving the depths of

moderately clear, near-shore coastal waters and lakes typical of the littoral zone [59, 83, 114]. These

lidar (light detection and ranging) bathymetry sensors routinely operate onboard platforms such as

helicopters and fixed-wing aircraft, resolving range between the sensor and the water surface and

bottom to provide measurements of water depth and subsurface terrain for use in coastal engineering

and resource management [31, 32, 48], nautical charting [55], and reconnaissance efforts [71].

The conventional lidar bathymetry system consists of a pulsed laser transmitter operating at

532 nm, near the spectral absorption minimum of most natural waters [69, 125], coupled with a

receiver telescope and optical detector [57, 53]. The system operates by emitting a pulse of laser

energy towards the target water body and receiving the scattered light, which typically contains

two peaks indicating the signals received from the water surface and bottom. The range between

the sensor and each bounding surface of the aqueous media is resolved according to [93]

R =
c∆t

2n
(1.1)

where ∆t is the time of flight of the received signal scattered from each bounding surface, c is the

speed of light in a vacuum, and n is the refractive index of the transit media along the optical path,

typically air (n = 1.00) and water (n = 1.33) for bathymetric observations.

The capacity of the lidar bathymetry sensor to range through waters of increasing depth is

limited primarily by extinction of the transmitted laser pulse along the optical path. Range-resolved

observations through water are significantly limited in the shallow water regime, typically defined

for depths < 2 m [3, 10], due to the inability of the sensor to distinguish between overlapping

received signals scattered from the water surface and bottom [9, 110] as illustrated in Figure (1.2).

As a result, conventional lidar bathymetry sensors ranging through shallow waters are limited to

meter-level depth measurements [59], with more complex systems working to achieve sub-meter

resolution [81, 102], and the depths of shallow waters remain largely unresolved. The deficiency

in this area of remote active noncontact optical sensing of shallow media depth has motivated the

dissertation research.
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Figure 1.2: Representative waveforms received by a lidar bathymetry sensor for decreasing water
depth, taken from [110]. Received signals scattered from the surface S and bottom B begin to
overlap in the shallow water regime (depth < 2 m), limiting the capacity of the sensor to resolve
range to the surface and bottom and prohibiting measurement of water depth.
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1.4 Thesis Overview

The remainder of this dissertation is divided into six additional chapters. A brief description

of the contents of each chapter is provided here.

• Chapter 2: This chapter contains background information describing the severity of the

shallow media pulse overlap limitation that has plagued conventional laser ranging sen-

sors. The problem is framed in the context of lidar bathymetry, specifically the study of

supraglacial melt lakes that form in the summer months atop the Greenland Ice Sheet.

• Chapter 3: This chapter contains the mathematical foundation for the polarization lidar

work described in this dissertation. Operation of the polarization lidar sensor is described

within the framework of the Stokes Vector Lidar Equation, which provides a comprehensive

approach to range resolved observations through semitransparent media expressed in terms

of Stokes vectors and Mueller matrices.

• Chapter 4: This chapter discusses the detection approach to polarization discriminate

laser ranging, including dual detection channels to evaluate the propensity of the scattering

surface to depolarize the incident laser signal, along with signal to noise considerations for

the range measurement.

• Chapter 5: This chapter details application of the polarization lidar approach to range re-

solved observations through shallow media, in which overlapping received signals scattered

from sequential surfaces are contained within laser pulse width.

• Chapter 6: This chapter details the development of a prototype polarization lidar which

evaluates the differing polarization orientations of signals scattered from bounding semi-

transparent media surfaces, simultaneously receiving signals polarized in the planes parallel

and perpendicular to the transmitted laser signal via dual detection channels.

• Chapter 7: This chapter provides a summary of the dissertation, including recommenda-
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tions for future applications of the research.
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Chapter 2

Range-Resolved Observations Through Aqueous Media

2.1 Introduction

This chapter provides background information on the field of lidar bathymetry to provide

context for the dissertation research presented in following chapters, including a description of

conventional sensor operation and performance limitations.

2.2 Historical Context

Lidar bathymetry is a technique for remotely resolving the depths of moderately clear, near-

shore coastal waters and lakes typical of the littoral zone [59, 83, 114]. The technique is typically

employed from an airborne platform, although spaceborne [14, 100] and shipborne [44] observations

have been considered. While the lidar technique originated in the atmospheric sciences to measure

the elevation of clouds [46] and density profiles through the atmosphere [137], ground-based lidar

sensors quickly developed, enabling range measurements with levels of precision previously unob-

tainable, such as enhanced resolution of the distance between the Earth and the Moon [126]. The

potential for airborne lidar bathymetry (ALB) was realized in 1965 with the development of the

lidar bathymeter for submarine detection [109, 129]. The seminal paper detailing the feasibility of

deploying a laser sensor for airborne bathymetric observations was written in 1969 by Hickman and

Hogg [69] at the Syracuse University Research Corporation.

From these localized beginnings, ALB technology experienced global growth in the develop-

ment of sensors such as the NASA Airborne Oceanographic Lidar in the 1970s [80], the Australian
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WRELADS II [112] in the 1980s, SHOALS in the 1990s by Optech [56, 71], and more recent efforts

such as the EAARL system [45, 101]. As illustrated in Figure (2.1), these systems operate onboard

platforms such as helicopters and fixed-wing aircraft [143], collecting range-resolved observations

through water to enable measurements of water volume and subsurface terrain for use in coastal

engineering and resource management [31, 32, 48], nautical charting [55], and reconnaissance efforts

[71]. Throughout its history, ALB has offered operational advantages over alternative bathymetric

techniques such as sonar sensors in terms of high spatial resolution and coverage rates, flexibility,

noncontact measurement, and mobility.

2.3 The Water Depth Measurement

The fundamental ALB sensor consists of a pulsed laser transmitter operating at 532 nm, near

the spectral absorption minimum of most natural waters [69, 125] as shown in Figure (2.2), coupled

with a receiver telescope and optical detector [57, 53]. Many conventional lidar bathymetry sensors

transmit and receive the fundamental 1064 nm laser output to aid in water surface identification,

due to the minimal skin depth of infrared wavelengths in water [93, 113], at the expense of an

additional receiver channel. As illustrated in Figure (2.3), a laser pulse of temporal width τ is

transmitted from the sensor at time t0 through air with refractive index n0 towards the target

water body. The pulse intercepts the water surface S, shown here as smooth water for illustrative

purposes, at time t1. A portion of the laser pulse is reflected at the air/water interface back to the

sensor. The remaining portion of the laser pulse is transmitted into the water, where the energy

is subject to increased extinction along the refracted optical path through the water column. A

portion of the transmitted energy reflects off the bottom B of the water body at time t2 and

propagates back to the receiver. Depth measurement is based on the differential arrival times of

the range-resolved received signals 1 and 2, accounting for differences in refractive index along the

optical path and laser pointing angle relative to the water surface normal.

A conceptual waveform received by the conventional lidar bathymetry sensor is provided in

Figure (2.4), illustrating the fundamental received components: surface return, volumetric backscat-
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Figure 2.1: Setup for conventional airborne lidar bathymetry operations, taken from [71].
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Figure 2.2: Absorption of pure freshwater versus wavelength, taken from [140]. Lidar sensors
developed to penetrate water are designed to transmit in the region around 500 nanometers due to
the low absorption of blue-green wavelengths.
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Figure 2.3: Timing diagram for range-resolved observation of water depth.
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ter, and bottom return. The amplitude of the surface return varies by orders of magnitude with

water surface conditions and laser pointing angle relative to the water surface normal [22]. If the

laser transmitter is pointed significantly off nadir, backscattered surface energy will be received by

the sensor only when waves are excited sufficiently by surface winds to present a large quantity

of facets oriented perpendicular to the beam [58]. In low-wind conditions, favorable for aircraft

operations, a smooth water surface results in a decrease in the intensity of the backscattered return,

while the dynamic range of amplitudes increases, as the surface return is strong at nadir (approach-

ing 2% of the transmitted pulse energy for near-nadir Fresnel reflections) and decreases rapidly for

off-nadir angles. High wind conditions tend to minimize the dynamic range of received signals from

the surface, at the cost of increased water turbidity and less favorable aircraft operating conditions.

Contrasting high and low wind conditions, surface return intensities are increasingly lower at nadir

for high winds, but fall off slowly as the transmitted beam is pointed off-nadir.

The portion of the laser pulse transmitted into the water volume is further attenuated based

on water clarity during transit. The beam is subject to additional scattering and broadening during

transit through the water, as illustrated in Figure (2.5). A portion of the transmitted energy is

reflected from the bottom and received by the sensor, potentially upwards of six orders of magnitude

weaker than the surface return. This dynamic range of received signals during sensor operation

places demand on the lidar receiver architecture, with a natural inclination toward the use of

photomultiplier tubes due to their ability to linearly detect low light levels across five to six orders

of magnitude in dynamic range.

2.4 Conventional Lidar Bathymetry

2.4.1 Theory

Conventional non-polarization lidar bathymetry is described by the Scalar Lidar Equation,

which relates the transmitted and received intensity (photons) according to [23, 93, 91]

NRX (R, λ) = NTX (λ) [β (λ) ∆R]
A

R2
T (λ)2 [ηRXηTXG (R)] +NB (2.1)
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Figure 2.4: Conceptual waveform received by the conventional lidar bathymetry sensor, taken from
[54].
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Figure 2.5: Scattering effects on the portion of the transmitted laser pulse that is refracted into
the water volume, taken from [142].
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where λ is defined as the operational wavelength of 532 nm, NRX (R, λ) is the intensity or number

of received photons at λ and range R, NTX (λ) is the number of transmitted photons, β (λ) defines

the scattering properties of the water surface, volume, or bottom at wavelength λ, ∆R is the sensor

range resolution, A is the receiver effective aperture, T (λ) is the transmission of the atmosphere at

wavelength λ, ηTX and ηRX are the transmitter and receiver system efficiencies, respectively, G (R)

is the geometrical overlap function of the sensor, and NB (λ) is the background noise at wavelength

λ. An additional T (λ) term exists in Equation (2.1) when β (λ) defines the water volume or bottom

to account for transmission of the laser pulse through the air/water interface and the water volume.

For conventional lidar bathymetry sensors, Equation (2.1) provides sufficient free variables to give

full description to range-resolved observations through water.

2.4.2 Detection

Conventional lidar bathymetry sensors transmit modest laser pulse energies (mJ) and use high

detection thresholds to resolve unambiguous range measurement of surface and bottom scattered

signals with few false alarms in the presence of noise from detector dark counts and background

solar illumination [57, 63]. These sensors are designed to receive thousands of scattered photons

for each transmitted laser pulse in order to exceed the detector noise floor and enable monopulse

observation of depth. For lidar bathymetry sensors, laser energy is of particular demand in the

deep water regime, where the signal scattered from the bottom is subject to maximum extinction

along the optical path. Due to this demand for high energy, conventional sensors typically use high

energy lasers with broad pulse widths on the order of several nsec, restricting operation to low

repetition rates on the order of hundreds of Hz [53, 72].

The conventional approach to lidar bathymetry favors a simplified detection scheme, where

the use of lasers with modest pulse energies is prioritized over other aspects of the system such as

size, weight, and power consumption (SWaP). The voltage waveform output from the photodetector

is digitized at rates on the order of 1 GHz, as illustrated in Figure (2.6). The use of high power

lasers and power-consuming digitizing electronics significantly limits operation of these conventional
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sensors onboard platforms with SWaP restrictions.

2.5 Performance Limitations

Although ALB enables remote range-resolved observation of bathymetric environments, fun-

damental limitations to the water depth measurement exist, as described in this section.

2.5.1 Extinction Along the Optical Path

The capacity of the lidar bathymetry sensor to measure the depths of deep waters (typ. >

10 m) is limited primarily by extinction of the transmitted laser pulse along the optical path. The

density of water and particulates along the probed water column contribute to both scattering and

absorption of the laser pulse and spreading of the beam. This extinction along the optical path

increases exponentially with increasing water depth. The result is a decrease in the intensity of

scattered light received by the sensor. The depth at which extinction renders bottom scattered sig-

nals undetectable is known as the maximum surveyable depth [58]. Conventional lidar bathymetry

sensors are typically capable of resolving range through water depths greater than 50 m in clean

offshore waters and approximately 10 m in turbid near-shore waters [54]. As indicated in Equation

(2.1), the limit to achieving a deep water depth measurement for an arbitrary water volume is

related to the transmitted laser energy and telescope aperture. Range-resolution of deeper water

depths is readily achievable by increasing these sensor parameters.

2.5.2 Pulse Overlap

Significant limitations to range-resolution through aqueous media are manifested in the shal-

low water regime, typically defined for water depths < 2 m [3, 10]. The limit to achieving a shallow

water depth measurement is related to the applied lidar technique and the governing time respon-

sivity of the lidar, which defines the capacity of the system to distinguish between two surfaces

along the same optical path but separated in range. The time responsivity is governed by the

slowest timing element in the lidar system, such as the laser pulse width, detector pulse width, or
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Figure 2.6: Data acquired with a conventional lidar bathymetry sensor, as presented at the 2013
International Lidar Mapping Forum [103]. The voltage output by the photodetector is digitized,
typically at rates on the order of 1 GHz as shown here. A measurement of water depth is provided
by differencing the time stamp of each apex in the photodetector output waveform, accounting for
the refractive index of water.
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speed of the acquisition electronics. Invariably, modern techniques for resolving shallow depth in

semitransparent media are constrained by the governing time responsivity of the system, resulting

in ambiguities between overlapping returns from sequential media surfaces and rendering depth in-

determinable (refer to Figure (1.2) at right) [110]. Conventional bathymetry lidar sensors ranging

through shallow waters are typically limited to meter-level depth measurements [59], with more

complex systems working to achieve sub-meter resolution [81, 102].

“The problem arises due to an inability to distinguish
between the surface and the bottom return pulses when
they are very close together in time.”

Nathan Quadros, Department of Sustainability and Environment, Australia

As a result of the pulse overlap ambiguity, the shallow water regime remains largely unresolved

by conventional lidar bathymetry sensors [9, 111, 110]. As noted by Lillycrop [85], “shoreline

surveying can become very difficult when delineating where the land ends and the water begins.”

Quadros [115] discusses the operation of a lidar bathymetry sensor over a beach scene. For a

wide, flat beach, “the bathymetric lidar system will likely struggle to acquire dependable depth

measurements...the problem arises due to an inability to distinguish between the surface and the

bottom return pulses when they are very close together in time.”

As demonstrated in Figure (2.7), the pulse overlap limitation results in significant gaps in

ALB data acquired over shallow water scenes [10, 136, 138]. Enhanced performance of the sensor

in the shallow media regime demands a reduction of the governing time responsivity, often at the

expense of increased complexity and cost associated with high performance components such as

picosecond pulse width lasers and fast detectors. Pursuit of an alternative, more sophisticated

approach to overcoming the pulse overlap limitation has motivated the dissertation research and is

detailed in the following chapters.
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Figure 2.7: Typical SHOALS bathymetry coverage superimposed onto a Google Earth image, taken
from [10]. The sensor is unable to resolve between surface and bottom returns received from regions
of shallow water, resulting in significant data gaps in the littoral zone.
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2.6 Case Study: Remote Sensing of Supraglacial Melt Lakes

Greenland both indicates and reacts to climate. Research in Greenland has indicated a steady

rise in average temperatures, correlated with an increase in summer meltwater extent [1, 132],

duration, runoff [20], and outlet glacier discharge velocities [117]. The Greenland Ice Sheet (GIS)

covers approximately 1.7 million km2, is upwards of 3 km thick [42], and flows outward from its

interior through a combination of internal deformation, deformation of underlying sediments [19],

and sliding at the ice-bedrock interface [74, 35]. What happens to this barren land has global

implications, as there is enough frozen liquid stored within the GIS to raise the global sea level by

6 meters if the ice sheet melted completely [42, 84]. Scientists are discovering that as the climate of

Greenland continues to warm, the ice sheet accelerates, driven by forces deep underground. They

warn that at the current rate of melting, within a few decades rising seas will have a profound effect

on the low-lying countries of the world.

“2.8 million km3 of ice in Greenland. If it all melted,
it would raise [global] sea level by 6 meters.”
Dave Levitan, 2013 IEEE Spectrum

During the summer months in the ablation zone, surface melting results in the formation

of supraglacial melt lakes, an example of which is shown in Figure (2.8). While the ice and snow

cover of the winter months reflects close to 80% of the incident solar radiation, summer melt

waters absorb close to 80% of the sunlight [95]. As the depths of the lakes increase, scattering

and absorption reduce the reflectance of incident solar radiation, enhancing the albedo feedback

mechanism [88] and amplifying insidious melt of surface ice [21]. In time, water stored in the

melt lakes penetrates through the GIS to the base via the formation of through-ice conduits and

crevasses commonly referred to as moulins [82], draining subglacially into the sea as illustrated in

Figure (2.9). These drainage events can occur rapidly in a matter of hours [35]. Models of fracture

propagation through the GIS suggest that once initiated, the water-filled crevasses can propagate

through the full thickness of the ice [133], as the rate of ice crack propagation is limited only by
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the melt water supply required to fill the fracture [133]. The addition of surface melt water to the

bedrock transfers heat and lubricating fluid to the glacier base and increases basal sliding of the

GIS, providing a localized mechanism for response of the ice sheet to climate change via increased

velocity of outlet glacier discharge [130]. The flow rates of many glaciers have doubled over a

recent 5 year period [42, 121], increasing the volume of water and ice deposited into the ocean and

underscoring the demand to better understand the dynamics of GIS mass balance and implications

for the global sea level budget.

Though the formation of melt lakes in the warmer months is not a new phenomena, the rela-

tionship between the ablation region and supraglacial lake development is not yet comprehensively

understood [87]. Melt lakes are developing more frequently and at higher elevations each summer.

The waters of melt lakes can be as shallow as single centimeters [141], while meter-deep meltponds

have been witnessed to drain in a matter of hours [35], resulting in highly dynamic shoreline devel-

opment and transport of melt water. However, depth and volume statistics for supraglacial melt

lakes, including their time variation, remain unresolved [21].

A suite of existing active and passive noncontact sensors have provided initial estimates of

supraglacial lake volume from ground, airborne, and space-based platforms. Data from satellites

such as the Moderate-Resolution Imaging Spectroradiometer (MODIS) [75] and Advanced Space-

borne Thermal Emission and Reflection Radiometer (ASTER) [144] have been utilized to examine

the water-depth-driven solar radiation extinction effect on the surface reflectance of melt lakes

in an effort to determine temporal changes in the volume of water stored in supraglacial lakes

[21, 49, 62, 92, 127, 128, 130], at the expense of poor spatial resolution (e.g. 250 m x 250 m spatial

resolution for MODIS) and limited spatial coverage constrained by the satellite orbit. Airborne

campaigns have provided promising preliminary depth information using airborne laser altimeter

data [92] and digital imagery [21] at increased spatial resolution. In-situ measurements with sonar

sensors have been collected for a small quantity of supraglacial lakes [21, 35, 87, 131], with enhanced

spatial resolution but poor coverage typically limited by logistical challenges.
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Figure 2.8: Aerial view of a supraglacial melt lake on the GIS, taken from [90].

Figure 2.9: Diagram of glaciological features involved in the formation and drainage of supraglacial
melt lakes, taken from [145]. Water drained from supraglacial melt lakes propagates through the
GIS via moulins to the bedrock, leading to enhanced basal lubrication.
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Demand exists within the science community for the development of a new generation of

sensor technologies capable of providing enhanced spatial resolution of supraglacial lake volume

estimates, with sufficient depth resolution to obtain water depth measurements downwards of single

centimeters while maintaining deep water capabilities, in order to acquire comprehensive depth data

of melt waters and facilitate further study of supraglacial lake dynamics. These data will enable the

community to further resolve how ice sheet melt runoff and glacier discharge contribute to global

sea level rise, providing additional insight into the impact of global climate warming.

While lidar bathymetry possess great potential to resolve supraglacial lake depth and volume

estimates, the limitation imposed by the governing time responsivity of conventional lidar sensors is

amplified when considering application to this extremely shallow water environment. For example,

Allouis et. al. [4] simulate a lidar sensor with minimum resolvable depth of 0.41 m. A single

supraglacial lake nominally 1 km in diameter and 0.41 m deep contains 1287400 m3 of unaccounted

water volume, roughly double the volume of oil spilled into the Gulf of Mexico during the 2010

BP event [43]. Taking into account the potential for rapid drainage of supraglacial lakes in the

matter of hours [35], remote investigation of dynamic shoreline areas is limited by existing ALB

technologies.

2.7 Sensor Development

Historically, the ALB community has resigned itself to operating within the scalar lidar

approach of Equation (2.1). With a heritage of nearly 50 years of range-resolved observations

through water to its credit, the scalar approach has successfully provided the timing information

required to identify range from the sensor to the water surface and bottom, and subsequently provide

a water depth measurement. However, change is brewing within the lidar bathymetry community.

When designed appropriately, in addition to timing information the detected optical signals also

contain polarization information that can be examined to evaluate the scattering properties of

the target media. As demonstrated in the following chapters of the dissertation, the sensor can

be configured to effectively code the transmitted laser pulse with a polarized electric field and,
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depending on the scattering properties of the media, the received backscattered signals can contain

preserved and modified versions of the transmitted code which are decoded in the receiver. This

additional data, largely disregarded by conventional lidar bathymetry sensors, can be evaluated

to provide additional information beyond the range measurement, such as to differentiate between

surface types by measuring the propensity of the surface to depolarize the incident light into the

perpendicular polarization plane [118].
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Theory

3.1 Introduction

This chapter provides a mathematical formulation of the polarization lidar approach devel-

oped in the dissertation research, including descriptions necessary to understand the measurements

and analyses presented in following chapters.

3.2 Polarization in Range-Resolved Observations

At any instant in time, the electric field vector of an electromagnetic wave can be characterized

by its orientation. The orientation can be fixed, as in the case of linear polarization, rotating as

with circular and elliptical polarizations, or randomly oriented in the case of unpolarized radiation.

Lasers incorporated into pulsed TOF sensors typically output linearly polarized light due to the

crystalline nature of the lasing media. As a result, the conventional polarization lidar operates by

transmitting a linearly polarized laser pulse and detecting the parallel and perpendicular planes

of polarization of the received scattered light [137]. Additional optics can be inserted into the

optical path for transmission of circularly polarized light, depending on the application [12, 47].

This approach generates two measurements, described by two equations in the form of Equation

(2.1), one describing the received intensity in the parallel detection channel and one describing

the perpendicular detection channel. The received signals provide the time of flight information

required to resolve range between the sensor and target. The ratio of the received signals, commonly

referred to as the depolarization ratio, also provides information regarding scattering properties of



www.manaraa.com

28

the target, such as asphericity and surface roughness.

This approach has a rich heritage in atmospheric lidar in the study of aerosols, clouds, and

precipitation [15, 24, 41, 120]. Preliminary efforts have been made to utilize polarization lidar for

range-resolved observations through semitransparent media. In lidar bathymetry, analyses of the

polarization orientations of received signals have been used in the study of fish schools [30, 32]

and to identify submerged targets [26, 50, 94]. The polarization-preserving nature of the water

surface and volume, as well as the depolarizing nature of rough bottom topographies, has been

demonstrated [29, 135]. Figure (3.1) illustrates this phenomena in the depth profiles of parallel

and perpendicular oriented scattered signals received by a lidar bathymetry sensor in a near-shore

region of the Pacific Ocean. The ratio of signals in the parallel and perpendicular detection channels

demonstrates the polarization-preserving nature of the water surface (z = 0 m) and volume, while

received signals scattered from the bottom (z = 22 m) suggest strong depolarization.

The conventional approach to polarization lidar is limited, however, in that the ratio of the

parallel and perpendicular received signals cannot measure phase and therefore does not fully char-

acterize the received polarization state. Range-resolved observations give quantitative description

as to how much the transmitted polarization orientation has changed, but it is ambiguous as to

how the polarization changed. As a result, the measurement cannot provide a general connection

to the scattering phase matrix of the semitransparent media.

3.3 The Stokes Vector Lidar Equation

Unlike the conventional scalar approach presented in Equation (2.1), polarization lidar is

most completely described by the Stokes Vector Lidar Equation (SVLE), developed in [64, 68]

initially for application to atmospheric lidar observations, according to

~SRX(R) = MRX

[(
G (R) A

R2 ∆R
)
Tatm

(
~ks, R

)
F
(
~ki,~ks, R

)
Tatm

(
~ki, R

)
MTX

~STX + ~SB

]
(3.1)

where ~SRX is the received Stokes vector, ~STX is the Stokes vector describing the transmitted

laser polarization state, MTX is the Mueller matrix description of the optical path of the lidar
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Figure 3.1: Preliminary efforts have been made to incorporate polarization lidar techniques into
lidar bathymetry. Here, depth profiles of co- (red) and cross-polarized (blue) receiver measure-
ments for received scattered signals from the water and floor of a near-shore ocean region indicate
the polarization-preserving nature of the water surface and depolarization due to rough bottom
topography, taken from [29].
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transmitter, Tatm

(
~ki, R

)
is the Mueller matrix describing transmission between the sensor and

target through the atmosphere along the incident wave vector ~ki over the range R, F
(
~ki,~ks, R

)
is the scattering phase (Mueller) matrix of the target at range R for incident and scattered wave

vectors ~ki and ~ks, respectively, ∆R is the sensor range resolution, A is the receiver aperture, G(R)

is the geometrical overlap function of the sensor, MRX is the Mueller matrix description of the

optical path of the lidar receiver, and ~SB is the Stokes vector of the background at the input of the

receiver. The Stokes vectors and Mueller matrices described within the SVLE are not normalized

so that overall scattering and system efficiency may be found in the (1,1) element of the Mueller

matrix and intensity is carried in the first element of the Stokes vector.

Within the SVLE approach, the transmitted laser polarization orientation is propagated

along the entire optical path, allowing for interaction with multiple matrices before it is collected

and analyzed in the receiver [28]. This description is fully general for direct detection lidar and

allows for complete analysis and understanding of polarization effects along the optical path that

otherwise may not be properly described using the conventional scalar approach to polarization

lidar in Equation (2.1).

3.4 Polarization in Range-Resolved Observations of Shallow Media Depth

Equation (3.1) describes the Stokes vector ~SRX received from a distant target with scattering

matrix defined by F
(
~ki,~ks, R

)
. This form of the SVLE has successfully demonstrated range-

resolved observations of atmospheric phenomena including depolarization by polar mesospheric

clouds [65, 66, 67, 64] and diattenuation of horizontally oriented ice crystals [105]. The SVLE

is further developed in this dissertation research for application to range-resolved observations

through semitransparent media. Within this framework, the SVLE consists of N subequations,

each describing the Stokes vector ~SNRX received by the sensor from Nth semitransparent media

bounding surface.

The setup for the measurement is illustrated in Figure (3.2). A laser pulse of temporal

width τ is transmitted from the sensor at time t0 through media with refractive index n0 (typ. air
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with n = 1.00 for ALB sensors) towards a distant semitransparent media. The pulse intercepts

the first surface with scattering matrix F1 at time t1. A portion of the laser pulse 1 is scattered

at the surface back to the instrument. The remaining portion of the laser pulse is transmitted

into the media with refractive index n1. A portion of the transmitted energy N is scattered at

the sequential surface defined by the scattering matrix FN at time tN and propagates back to

the receiver. The sequence repeats for sequential semitransparent media of refractive index nN

bounded by N surfaces. Depth measurement between surfaces is based on the differential arrival

times of the range-resolved received signals, accounting for differences in refractive index along the

optical path and laser pointing angle relative to the surface normals.

Within this framework, Equation (3.1) is further developed to describe range-resolved obser-

vations through semitransparent media according to

~SNRX(R) = MRX

[(
G (R) A

R2 ∆R
)∏N−1

i=0 Tni

(
~ks, R

)∏N
i=1 TFi

(
~ks, R

)
FN

(
~ki,~ks, R

)∏N
i=1 TFi

(
~ki, R

)∏N−1
i=0 Tni

(
~ki, R

)
MTX

~STX + ~SB

]
(3.2)

where ~SNRX is the received Stokes vector from the Nth surface, Tni
is the Mueller matrix description

of transmission through media with refractive index ni, TFi
is the Mueller matrix description of

transmission through the media surface defined by the scattering matrix Fi, FN

(
~ki,~ks, R

)
is the

scattering phase matrix of the Nth media surface at range R for incident and scattered wave

vectors ~ki and ~ks, and all remaining terms are described as in Equation (3.1). The F
(
~ki,~ks, R

)
term previously used to describe a single surface is now replaced by FN

(
~ki,~ks, R

)
to describe

the scattering matrix of N sequential media surfaces, where each sequential scattering matrix FN

accounts for transmission along the optical path through previous interfaces and media.

As an illustrative example, the received Stokes vector ~S2
RX from the second (N = 2) semi-

transparent media surface with scattering matrix F2 is defined according to

~S2
RX(R) = MRX

[(
G (R)

A

R2
∆R

)
Tn0TF1Tn1F2Tn1TF1Tn0MTX

~STX + ~SB

]
(3.3)

where the incident and scattered wave vectors have been omitted for brevity, TF1 describes the

Mueller matrix for transmission along the optical path through the first surface, and Tn0,1 are the
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Figure 3.2: Timing diagram for range-resolved observations through semitransparent media
bounded by N surfaces.
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Mueller matrix descriptions for transmission through media with refractive indices n0,1. Evaluation

of Equation (3.3) provides a complete description of the received Stokes vector from the second

semitransparent media surface, accounting for all polarization effects along the optical path.

3.5 Range-resolved Observations of Distant Shallow Media Depth

The development of the SVLE presented in Equation (3.2) provides the comprehensive frame-

work for noncontact optical sensing of range through distant semitransparent media by accounting

for polarization effects along the entire optical path. Further description of each contributing

polarization component is provided in this section.

3.5.1 Transmit Polarization

The polarization orientation of the transmitted laser pulse is described by the Stokes vector

~STX according to [52]

~STX =



S0

S1

S2

S3


(3.4)

where S0 is the total intensity (photons), S1 is the power in the horizontal/vertical linear polariza-

tion, S2 is the power in the ±45 ◦ linear polarization, and S3 is the power in the right- and left-hand

circular polarizations. The relationship between the terms in Equation (3.4) can also be written in

terms of physical parameters of the polarization orientation according to

~STX = NTX



1

pTX cos(2εTX) cos(2θTX)

pTX sin(2εTX) cos(2θTX)

pTX sin(2θTX)


(3.5)
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whereNTX is the total photons in the transmitted laser pulse, pTX is the laser degree-of-polarization

(DOP) defined as

pTX =

√
S2
1 + S2

2 + S2
3

S0
(3.6)

εTX is the linear rotation angle of the polarization and θTX is the ellipticity angle, as illustrated

in Figure (3.3).

3.5.2 Transmitter Effects

After transmission from the laser head, the optical pulse passes through a transmitting optical

system defined by the Mueller matrix MTX, often consisting of steering mirrors, wave plates and

beam expanders. Depending on sensor design, these optical elements possess the potential to

modify the polarization state of the transmitting laser signal. Thus particular attention must be

paid to the design of transmitting optics. For existing sensors, it is often necessary to mitigate the

polarization effects through incorporation of hardware and software compensation [65].

3.5.3 Transmission Through Media of Variable Refractive Index

For semitransparent media of refractive index n where higher order scattering effects are

weak, single scattering may be assumed [13] such that the polarization state of the transmitted

laser pulse is described by a single volume element between surfaces according to [64]

Tn

(
~ki

)
= Fcol

(
~k,~k,R

)
+
(
I−Ecol

(
~k,R

))
(3.7)

where Fcol

(
~k,~k,R

)
is the column integrated volume forward scattering matrix of the propagation

medium through distance R for wave vector ~k, Ecol

(
~k,R

)
is the column extinction matrix of

the path to or from the media and I is an identity Mueller matrix. The dissertation research

assumes for single scattering during propagation through semitransparent media that extinction

is polarization independent, as is common in atmospheric lidar applications [77], and the forward

scattering coefficient is small compared to the unextinguished light such that

f col11

(
~k,~k,R

)
�
(

1− ecol11

(
~k,R

))
(3.8)
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Figure 3.3: Diagram of a Stokes vector (green arrow) of arbitrary intensity, described by its linear
rotation angle ε and ellipticity θ angle, modified from [139].
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and the polarization effects of the media with refractive indices n along the transmit and receive

optical paths may be ignored.

The framework for this assumption is illustrated in Equation (3.9), where the Mueller matrix

describing the media along the optical path for a typical ALB sensor is polarization preserving,

and a single βn term is used to describe extinction along the optical path,

Tn = βn



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


(3.9)

where

βn = e−kn(λ)dn (3.10)

describes the attenuation of the transmitted laser pulse along the optical path for attenuation

coefficient kn at wavelength λ over the media depth dn.

3.5.4 Interaction with Media Surfaces

The scalar lidar approach offered in Equation (2.1) provides a simplistic description of the

scattering properties of a semitransparent media surface, described in β (λ) as a scalar quantity. Al-

ternatively, the scattering effects of a media surface are most completely described by the scattering

Mueller matrix F
(
~ki,~ks, R

)
provided in the SVLE approach. The Mueller matrix transforms and

couples polarization orientations during the scattering process, rather than simply scaling modes

corresponding to measured detection channels. As described in [27, 86, 119], the components of

a realizable Mueller matrix in Equation (3.2) can be decomposed into a combination of retarders,

diattenuators, and depolarizers according to

F = MRMDM∆ (3.11)

where MR, MD, and M∆ describe the retarding, diattenuating, and depolarizing attributes of

the scattering Mueller matrix, respectively. All three components have the capacity to couple
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polarization modes during interaction with the scattering media surface.

The dissertation research described here pays particular attention to semitransparent media

with bounding surfaces described by the depolarization matrix M∆, since most natural and man-

made media exhibit depolarization [36, 37] and prior work has demonstrated success exploiting

depolarization in bathymetric laser ranging [29, 99]. Diattenuating and retarding surfaces could be

considered for future exploration of semitransparent media.1 The Mueller matrix for depolarization

describes nondeterministic polarization systems [123]. Depolarization can be viewed as a reduction

of the degree of polarization of light, in which polarized light is coupled into unpolarized light.

Assuming the surfaces of the semitransparent media do not cause diattenuation or retardance, the

scattering phase matrix assumes the form of a normalized depolarization matrix in the backscattered

direction as [86, 47, 51]

F = M∆ = βF



1 0 0 0

0 a 0 0

0 0 b 0

0 0 0 c


(3.12)

where the reflectivity of the scattering surface is described by βF and takes the form of a scattering

coefficient, as illustrated in Figure (3.4), or a Fresnel reflection depending on the scattering process.

The coefficients a, b, and c are the tendency of horizontal/vertical, ±45◦, and right/left-hand

circular polarizations to remain polarized, respectively. For semitransparent media surfaces that

tend to preserve the polarization orientation of the incident light, the magnitude of a, b, and c are

all approximately 1. Alternatively, for media surfaces that tend to modify the incident polarization

through depolarization, such as the rough bottom topographies encountered in lidar bathymetry,

these terms are generally of magnitude less than 1. A motivation for the dissertation research has

been an understanding of the interaction of polarized laser light with distant semitransparent media

and classification of bounding surfaces based on their propensity to depolarize the incident optical

signal.

1 The reader is directed to [64] for a detailed description of retarding and diattenuating effects described within
the SVLE.
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“A motivation for the dissertation research has been
an understanding of the interaction of polarized laser
light with distant semitransparent media and classifi-
cation of bounding surfaces based on their propensity
to depolarize the incident optical signal.”

3.5.4.1 Water Surface

For lidar bathymetry sensors, the Mueller matrix descriptions for transmission through and

reflection from the water surface are described mathematically by Fresnel’s equations. For a pulse of

laser energy incident upon the water surface, the Mueller matrix for reflection is defined according

to

MR =
1

2

(
tan θ−
sin θ+

)2

×



cos2 θ− + cos2 θ+ cos2 θ− − cos2 θ+ 0 0

cos2 θ− − cos2 θ+ cos2 θ− + cos2 θ+ 0 0

0 0 −2 cos θ+ cos θ− 0

0 0 0 −2 cos θ+ cos θ−


(3.13)

for θ± = θi±θr, where θi and θr are the incident and refracted angles of the laser beam, respectively,

defined according to Snell’s Law. Similarly, the Mueller matrix for transmission is defined according

to

MT =
sin 2θi sin 2θr

2 (sin θ+ cos θ−)2



cos2 θ− + 1 cos2 θ− − 1 0 0

cos2 θ− − 1 cos2 θ− + 1 0 0

0 0 2 cos θ− 0

0 0 0 2 cos θ−


(3.14)

Figure (3.5) provides a plot of the reflectance and transmittance for the surface of a water

body, where the laser pulse transmits through media with n = 1.00 to a sequential media with

n = 1.33. For the lidar bathymetry sensor developed in the dissertation, in which the transmitted
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Figure 3.4: Reflectivity of typical natural bounding surfaces of semitransparent media for incident
shortwave radiation, taken from [113].
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laser light is constrained within ±20◦ of nadir due to expected aircraft flight profiles, the transmitted

and received intensities are approximately 98% and 2%, respectively, for a smooth water surface.

The diameter of a water molecule is approximately 2.75Å [25], three orders of magnitude

smaller than the probing 532 nm lidar wavelength. To the lidar, liquid water is a Rayleigh scattering

environment and depolarization from the water column is negligible [25, 137]. Turbid waters and

subsurface particulates tend to introduce depolarization into the scattering process, as described in

additional detail in the following subsection. For smooth water not roughened by wind, most surface

facets are co-planar and horizontal, resulting in an intense Fresnel specular return for incident laser

pulses oriented near-nadir and a rapid fall-off of backscattered energy at small off nadir angles [63].

During typical operation of an ALB sensor, however, the water surface tends to behave like

a distorted mirror surface due to the presence of surface winds, such that the incident laser light

is not reflected in a single direction but rather is scattered in a variety of directions, depending

on the local slope of wave platelets where each light ray encounters the surface [22, 113]. For a

wind-roughened water surface, the majority incident optical radiation is scattered in a narrow cone

of angles surrounding the specular reflection. As the roughness of the water surface increases, the

incident laser light is scattered into a wider cone until the reflected radiation is scattered almost

uniformly in all directions. Waves formed on the surface tend to exhibit large scale roughness

compared to the incident laser wavelength, as illustrated in Figure (3.6), with negligible small scale

roughness due to surface tension of the water. Since the surface roughness is not constructed on the

scale of the incident laser wavelength [116], the water surface remains polarization-preserving and

the corresponding f22 element of the scattering matrix is approximately 1. In this sense, enhanced

surface roughness tends to scatter incident laser light outside of the receiver optical path, decreasing

signal levels registered by the photodetector, with negligible depolarization.

3.5.4.2 Water Bottom

Following transmission through the air/water interface, the remaining 98% of the incident

laser signal is refracted into the water column with polarization orientation described by the trans-
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Figure 3.5: Intensity of the transmitted and reflected optical signals for polarized light incident
upon a smooth air/water interface.
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mitted Stokes vector. The depth of penetration is limited by extinction along the optical path

through water, which is a function of the transmit wavelength and attenuation due to the water

volume and particulates along the path, as defined in Equation (3.10). Provided sufficient laser

energy is transmitted into the water column to overcome extinction losses, a portion of the transmit-

ted energy incidents and scatters from the bottom. The majority of bottom surfaces encountered

in bathymetric environments, such as sand and ice, exhibit small scale surface roughness on the

order of the incident laser wavelength, as illustrated in Figure (3.6). These surface features result

in diffuse scattering and subsequently tend to depolarize the incident polarized laser light [11, 134].

Due to their crystalline structure (ice for example), the majority of bottom surfaces inherently

possess a degree of randomness in angle of incidence and path length on the scale of the incident

wavelength. Photons propagating through the water incident different sections of the bottom, each

randomly oriented at the wavelength scale. Each photon is subjected to a differential phase shift

imposed by scattering from random sections of the bottom, randomizing the orientation of the

electric field vector describing the scattered light [28, 60]. In the limit of a completely depolarizing

surface (f22 = 0), the electric field vector of the scattered signal is randomly oriented.

Thus, photons incident upon the bottom tend to lose their polarization information as a

result of scattering from the rough surface. The corresponding f22 element of the scattering matrix

defining a depolarizing bottom is typically < 1. Evaluation of the f22 element by the lidar sensor

permits classification of semitransparent surfaces based on the relative propensity of the surface to

depolarize the incident laser signal and can therefore be used to characterize submerged surfaces.

3.5.5 Receiver Effects

Scattered signals input to the lidar receiver typically transmit through an optical path defined

by MRX, often consisting of steering mirrors, etc., in similar fashion to the sensor transmitter.

Depending on the sensor configuration, these optical elements also have the potential to modify

the polarization state of the transiting light. Therefore it is often again necessary to cancel the

polarization effects through hardware and software compensation, in particular for existing sensors
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Figure 3.6: Illustration of the large and small scale surface roughness of an arbitrary semitransparent
media surface, taken from [11]. Media surfaces defined by a rough surface mean height h(r)n on
the order of the incident laser wavelength, such as ice, tend to depolarize the incident laser light.
Typically, surfaces of clear waters encountered by ALB sensors are defined by large scale roughness
h(x, z) excited by surface winds, with negligible small scale roughness in the absence of turbidity,
and tend to preserve the incident laser polarization orientation.
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[65, 66].

3.5.6 Background

The background contribution ~SB is the product of the background Stokes vector and the

receiver projection matrix. The background Stokes vector is most generally described according to

~SB = Nb



1

pb cos (2εb) cos (2θb)

pb sin (2εb) cos (2θb)

pb sin (2θb)


(3.15)

where Nb describes the total photons incident on the photodetector when no polarization analyzer

is present in the receiver, pb is the DOP of the background light, εb is the linear orientation of the

polarization component of background light, and θb is the ellipticity angle of the background. When

the background light is input to and passed through the receiver Mueller matrix MRX, the total

background counts incident on the photodetector are given by the product of MRX and Equation

(3.15).

3.6 Laboratory Demonstration

Initial laboratory experiments highlighted the benefit of the SVLE approach to range-resolved

observations through semitransparent media. In addition to timing information, the detected opti-

cal signals also contain polarization information about the media that can be utilized to discriminate

between surfaces. Using the laboratory setup of Figure (3.7), received scattered signals were ob-

served on a 4 GHz oscilloscope. The emission from a pulsed laser operating at 532 nm was aligned

and transmitted into a tube partially filled with water. The bottom of the tube initially consisted

of a smooth plastic substrate, then a submerged ice substrate.

Received scattered signals were aligned through a polarizer, free to rotate about the optical

axis, prior to collection by a photomultiplier tube, the output of which was displayed on the

oscilloscope. The results in Figure (3.8) illustrate the observed signals from (a) the water surface
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Figure 3.7: Setup for the initial laboratory demonstration to illustrate the potential of the SVLE
approach to classify scattering surfaces. A pulsed laser operating at 532 nm is transmitted through
a series of mirrors into a plastic tube partially filled with water. Scattered signals are passed
through a rotating polarizer prior to detection by a photomultiplier tube.
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and bottom of the tube, and (b) the water surface and submerged ice substrate, with the polarizer

oriented to 0◦ and 90◦ for reception of co- and cross-polarized signals, respectively. For a surface

and bottom defined by a polarization-maintaining scattering matrix (f22 ≈ 1), the received signals

are suppressed with the polarizer oriented to 90◦. However, due to the capacity of the ice substrate

to decouple the incident polarized laser light (f22 < 1), the cross-polarized component continues

to register output on the PMT even with the polarizer oriented to 90◦. This initial laboratory

experiment demonstrated the potential of the SVLE approach to classify scattering surfaces, and

further motivated the research presented in the following chapters.
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Figure 3.8: Screenshots of the photomultiplier voltage output as viewed on a 4 GHz oscilloscope.
The target consisted of a tube filled with (a) water atop a submerged smooth plastic substrate,
and (b) water atop a submerged ice substrate. Due to the polarization-preserving nature of the
water surface and plastic substrate, received scattered signals are suppressed by the polarizer in
the receiver when the polarizer is oriented 90◦ to the transmitted laser plane. However, the de-
polarizing nature of the submerged ice substrate decouples the incident laser energy and permits
range observation regardless of polarizer orientation.
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Detection

4.1 Introduction

This chapter details the detection approach for range-resolved observations through semi-

transparent media described within the framework of the SVLE. The lidar sensor is configured

to evaluate media surfaces with scattering matrices defined with variable levels of depolarization,

providing a measurement of range as well as an estimate of depolarization that can be used to

discriminate between and classify surfaces.

4.2 Photoelectron Generation

The polarization orientation of laser ranging signals cannot be measured directly. Character-

ization of the received Stokes vector ~SRX requires a series of scalar measurements. The optical path

of the lidar receiver must incorporate a polarization analyzer to project the polarization orienta-

tion of the received scattered signal onto an axis of the Poincare sphere (Figure (3.3)) and measure

the resulting intensity with a photodetector. Each projection generates a resultant photodetector

intensity that can be used to reconstruct ~SRX . The measured intensity from the N th surface of a

semitransparent media is described in conjunction with Equation (3.2), as

~NN = O~SNRX (4.1)

where ~NN is a vector of the photoelectron counts (intensity) generated by the photodetector from

signals scattered from the N th media surface in each observed detection channel according to
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~NN =


NN

1

NN
2

...

 (4.2)

and O is the output projection matrix corresponding to the ~NN measurements written as

O = o


P1

P2

...

 (4.3)

where Pn is the nth projection matrix corresponding to the nth detection channel and

o =


η1 0 0 0 0 0 0 0

0 0 0 0 η2 0 0 0 ...

...

 (4.4)

where ηn is the nth channel detection efficiency. The matrix o =

[
1 0 0 0

]
denotes that

only the S0 (intensity) element of the received Stokes vector is directly measured by the photode-

tector. For conventional lidar sensors ranging through semitransparent media with a polarization

indiscriminate detection approach, O simplifies to

[
η 0 0 0

]
.

For a lidar evaluating a scattering phase matrix dominated by linear depolarization, two

measurements are required: the parallel and perpendicular components of the received scattered

signal. For received signals scattered from the N th media surface, the resulting photoelectron

counts (intensities) are given by

~NN =

 NN
⊥

NN
‖

 (4.5)

and

O = o

 P⊥

P‖

 (4.6)

where P⊥ and P‖ are the 4 x 4 Mueller matrix descriptions of perpendicular and parallel polarizers
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in the receiver optical path, respectively, defined according to

P⊥ =



1 −1 0 0

−1 1 0 0

0 0 0 0

0 0 0 0


(4.7)

and

P‖ =



1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0


(4.8)

and o transforms the resulting eight element Stokes vector into two measured intensities according

to 
η⊥ 0 0 0 0 0 0 0

0 0 0 0 η‖ 0 0 0 ...

...

 (4.9)

where η⊥ and η‖ are the efficiencies of the perpendicular and parallel detection channels, respec-

tively.

Consolidating Equation (4.1) into relevant terms and assuming here for illustrative purposes

that MTX and MRX are defined as identity matrices, the number of photoelectrons generated in

each detection channel from the Nth surface is defined as

NN
⊥ = oP⊥FN (~ki,~ks, R)~STX (4.10)

and

NN
‖ = oP‖FN (~ki,~ks, R)~STX (4.11)
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Therefore,

NN
⊥ =

[
1 0 0 0

]


1 −1 0 0

−1 1 0 0

0 0 0 0

0 0 0 0


βN



1 0 0 0

0 aN 0 0

0 0 bN 0

0 0 0 cN


~STX (4.12)

and

NN
‖ =

[
1 0 0 0

]


1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0


βN



1 0 0 0

0 aN 0 0

0 0 bN 0

0 0 0 cN


~STX (4.13)

Defining the transmitted polarization orientation as linear horizontal such that ~STX =

[
1 1 0 0

]T
permits the simplification

NN
⊥ = βN (1− aN ) (4.14)

and

NN
‖ = βN (1 + aN ) (4.15)

To compute a, set

βN = βN (4.16)

NN
⊥

1− aN
=

NN
‖

1 + aN
(4.17)

aN =
NN
‖ −N

N
⊥

NN
⊥ +NN

‖
(4.18)

Thus, in addition to enabling a measurement of range, the received scattered signals contain po-

larization information that can be evaluated to interrogate the scattering properties of a media

surface. This information can be used to differentiate between and classify surfaces with varying F,

such as water and ice [118], by measuring the propensity of the surface to depolarize incident light

and couple energy into the perpendicular polarization plane. Depolarization is often characterized
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by ratioing the perpendicular and parallel polarization components of the received scattered light.

For the lidar described here, the resulting linear depolarization ratio [51] is defined as

δ =
N⊥
N‖

(4.19)

where N⊥ and N‖ are the components of the detected signal polarized perpendicular and parallel

to the transmitted beam, respectively. For polarization-maintaining surfaces such as smooth water,

δ ≈ 0, while depolarizing surfaces such as ice tend to decouple the incident polarized laser light

such that δ > 0.

4.2.1 Simulation

The polarization lidar is simulated ranging to a single surface (N = 1) of an arbitrary

semitransparent media. The transmitted signal is oriented linear horizontal with 0.95 DOP and

resulting normalized Stokes vector defined as

~STX =



1

0.95

0

0


(4.20)

as illustrated in Figure (4.1). MTX and MRX are defined as identity matrices, and the Mueller

matrices of the detection channels are defined in Equations (4.7) and (4.8). The media surface

is defined according to Equation (3.12) with scattering matrix F1, surface reflectivity β1 = 1.0,

and a1 = 0.4. The resulting normalized received intensities in each detection channel are defined

according to Equations (4.10) and (4.11) as N1
⊥ = 0.31 and N1

‖ = 0.69, respectively, measured as

the S0 element of the Stokes vectors plotted in Figure (4.2). The transmitted DOP of ~STX and the

scattering properties F1 of the media surface drive the measured intensities N⊥ and N‖, neglecting

instrument effects along the optical path. Figure (4.3) illustrates the normalized received intensities

in each detection channel for a1 = 0 : 1 and transmitted signal ~STX with DOP equal to 0.95 and

0.5.
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Figure 4.1: Transmitted Stokes vector ~STX = [1, 0.95, 0, 0]T oriented linear horizontal with 0.95
degree of polarization.
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Figure 4.2: Received Stokes vectors for the simulated polarization lidar. The photodetector in each
detection channel measures the S0 (intensity) element of parallel (blue) and perpendicular (red)
vectors.
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Figure 4.3: Normalized detected signal for varying surface a1 (f22 element) and transmitted DOP.
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The polarization lidar is now simulated for a sensor ranging to semitransparent media bounded

by N = 3 surfaces. Referring to Figure (3.2), the thickness of each surface is defined as� than the

transmitted laser pulse width cτ and n0 = n1,2 = 1.00 such that timing effects due to variable refrac-

tive indices are negligible. The transmitted Stokes vector ~STX with 0.95 DOP propagates through

the N = 3 surfaces, each with scattering matrix F1:3 defined in Equation (3.12) for β1 = β2,3 = 1.0

and a1 = 1.0, a2 = 0.2, a3 = 0.6. Scattered signals are received by the sensor from the N = 1

surface at time tF1 = 0, N = 2 surface at tF2 = 10 nsec, and N = 3 surface at tF3 = 20 nsec,

such that the depth between each sequential surface is 1.5 m. From Equations (4.10) and (4.11),

N1,2,3
⊥ = 0.025, 0.405, 0.215 and N1,2,3

‖ = 0.975, 0.595, 0.785, respectively. For illustrative purposes,

the measured intensities in each detection channel have been assigned to the peak amplitude of the

respective photodetector output voltage, defined as a photomultiplier tube with 1.0 nsec rise time

and 2.5 nsec FWHM output pulse length.

The resulting photodetector outputs are plotted in Figure (4.4). Conventional lidar sensors

ranging through semitransparent media with a polarization indiscriminate approach detect the

total intensity contained in the perpendicular and parallel polarization planes (black dashed). The

measurement enables only a range-resolved observation of each surface. Incorporating polarization

discrimination into the lidar, the detected signals enable a range-resolved observation of each surface

as well as an estimate of the capacity of each surface to depolarize the incident laser light. Depending

on the definition of the scattering phase matrix F of the surface and the associated capacity of the

surface to depolarize the incident laser light, the signals in the parallel (blue) and perpendicular

(red) detection channels generate a variable photodetector intensity. Therefore, the range to each

surface can be evaluated by the polarization lidar and the ratio of the detected signals can be

used to discriminate between and classify surfaces of variable depolarization, at the expense of

photodetector output level.
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Figure 4.4: Simulated photodetector output for a polarization lidar ranging through semitranspar-
ent media bounded by N = 3 surfaces with varying depolarization scattering matrices defined by
f22 elements a1 = 1.0, a2 = 0.2, a3 = 0.6.
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4.2.2 Optimization

The SVLE provides an end-to-end theoretically complete polarization description of range-

resolved observations through semitransparent media bounded by N surfaces, giving full consider-

ation to polarization effects of all components along the optical path and their impact on detection.

This analysis tool is critical for understanding the systematic error and measurement attributes of

the polarization lidar [66]. Optimization of the polarization lidar measurement is achieved through

application of the SVLE in an effort to minimize systematic coupling of energy between the transmit

and receive polarization planes.

The Stokes vector ~STX describing the transmitted polarization orientation must be chosen

for maximum degree of linearity and DOP. Conventional lasers often transmit a Stokes vector ~STX

with DOP < 1, requiring incorporation of polarization conditioning optics into the transmit path to

increase the DOP of the laser light prior to transmission from the sensor. The Mueller matrices of

the transmitter and receiver paths, MTX and MRX, should avoid the use of reflective components

which have the capacity to rotate and depolarize incident polarized light. Misalignment of the

transmit and receive polarization planes must be properly aligned and calibrated for cross talk [5].

4.3 Range Operation

Following the polarization operation of the transmitted laser light along the optical path,

the photoelectrons ~NN generated by the sensor photodetector from the received signals scattered

from the Nth surface are converted into an output voltage that is processed and stored by the

sensor to provide the range observation [63]. Figure (4.5) provides a graphical overview of the

signal processing schemes typically used by laser ranging sensors. The voltage output from the

photodetector is composed of scattered laser light and noise sources consisting of detector dark

counts and solar background. For sensors operating with an analog detection scheme, which include

conventional lidar bathymetry sensors, high signal-to-noise ratio (SNR) performance per pulse is

achieved through the use of laser pulses with high peak power to enable monopulse detection.
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These sensors are designed to receive thousands of scattered photons per laser fire in order for the

received scattered signals to exceed the expected noise floor with sufficient intensity to accurately

resolve range.

In contrast to the analog approach, photon counting sensors utilize a low SNR approach

to laser ranging [39, 63]. The approach is digital in nature, where there is either an absence or

presence of discrete events upon detection of a photon (signal or noise). Unlike analog sensors, this

low SNR, micropulse approach employs lasers with low peak power and aims to enable detection of

single numbers of received photons. For low SNR laser ranging sensors, the photodetector is chosen

with low characteristic dark noise as compared to the rate of received signal photons in an effort

to minimize registration of noise events. For daytime operations, solar background is typically the

dominant noise source, the effects of which can be reduced through incorporation of narrow fields

of view and bandpass filtering.

4.3.1 Signal Acquisition

Conventional photodetectors used in laser ranging sensors are the avalanche photodiode

(APD) and the photomultiplier tube (PMT). Regardless of the detection approach, operation of

the photodetector is governed by the photoelectric effect [107, 108]. Semiclassical radiation theory

predicts that the average rate of emission r of photoelectrons by the photoemitting surface of a

photodetector which is irradiated with a constant intensity source of photons is described by

r =
ηIAd
hν

(4.21)

where η is the quantum efficiency of the photoemitting surface, hν is the photon energy at laser

frequency ν, I is the intensity of the incident optical radiation, and Ad is the surface area of

the photoemitting surface. The quantum efficiency η is generally identified as the probability of

photoelectron emission given incident energy hν. The average optical power P incident on the

photoemitting surface during sensor operation is related to the average incident intensity by

P = IAd (4.22)
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Figure 4.5: Illustration of the detection schemes commonly used in pulsed TOF laser ranging,
shown here for the received signals scattered from a multi-storied forest canopy, taken from [63].
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Figure 4.6: Depiction of the photoemitting element of a typical photodetector used for laser ranging.
The element, defined with quantum efficiency η and active surface area Ad, is subject to an incoming
average photon rate W prior to an average emission rate of N photoelectrons.

and the average optical energy (photons) W is related to the average power in the time interval τ

by

W = Pτ (4.23)

Therefore, the average number of photoelectrons emitted in the time interval τ can be defined

according to

N = rτ =
ηW

hν
(4.24)

The probability of the detector surface emitting a photoelectron in the time interval dτ is

rdτ , provided that dτ is small enough that the probability of two or more events occurring during

dτ is negligible. The probability Pk(τ + dτ) is then the sum of two mutually exclusive occurrences:

• k photoelectrons are emitted by time τ with probability Pk(τ) and no events occur during

the interval dτ , the latter probability being (1 − rτ). Since these events are independent

by assumption, their joint probability is (1− rτ)Pk(τ).

• k - 1 photoelectrons are emitted in time τ with probability Pk−1(τ) and one emission occurs

during the interval dτ , the latter probability being rdτ . Once again, independence leads to

a joint probability of rdτPk−1(τ).
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Therefore,

Pk(τ + dτ) = (1− rdτ)Pk(τ) + rdτPk−1(τ) (4.25)

and

Pk(τ + dτ)− Pk(τ)

dτ
= r[Pk−1(τ)− Pk(τ)] (4.26)

Taking the limit where dτ → 0,

Pk(τ)

dτ
= r[Pk−1(τ)− Pk(τ)] (4.27)

Assuming that k = 0 photoelectrons are emitted in the interval dτ and P−1(τ) = 0, then

dP0

dτ
= −rP0(τ) (4.28)

Integrating the boundary condition P0(0) = 1 yields

P0(τ) = e−rτ (4.29)

For k = 1 emitted photoelectrons in the time interval dτ ,

dP1

dτ
= r[P0(τ)− P1(τ)] = r[e−rτ − P1(τ)] (4.30)

and with the boundary condition P1(0) = 0 yields

P1(τ) = rτe−rτ (4.31)

Therefore, it can be concluded by induction that for k emissions

Pk(τ) =
(rτ)k

k!
e−rτ (4.32)

Incorporating the average number of photoelectrons N emitted in time τ as defined in Equation

(4.24), the discrete probability density function is defined according to a Poisson distribution for

the distribution of k photoelectrons,

q(k;N) =
(N)k

k!
e−N (4.33)

and plotted in Figure (4.7) for variable values of k and N .
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Figure 4.7: The discrete Poisson probability density function described by Equation (4.33) for
variable average photoelectron count N and emitted photoelectrons k.
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From Equation (4.33), the probability of the photodetector surface emitting a photoelectron

and generating an output voltage that can be processed to provide a range observation requires

k > 0 emitted photoelectrons such that

Pk>0 = 1− q(0;N) = 1− e−N (4.34)

Therefore, for the low SNR lidar sensor to achieve a minimum 95% detection probability for each

transmitted laser pulse requires a minimum average emission rate of N = 3 photoelectrons, as

depicted in Figure (4.8).

4.3.2 Implications for Sensor Architecture

Conventional lidar bathymetry sensors transmit modest laser pulse energies (mJ) and use

high detection thresholds to resolve unambiguous range measurement of scattered signals with few

false alarms in the presence of noise from detector dark counts and background solar illumination

[57, 63]. These sensors are designed to receive thousands of scattered photons for each transmitted

laser pulse in order to exceed the detector noise floor and enable monopulse observation of range.

Due to the demand for high peak power, conventional sensors use lasers with broad pulse widths

on the order of several nsec, restricting operation to low repetition rates on the order of hundreds

of Hz [53, 72] and limiting performance in the shallow media regime due to the ambiguity between

overlapping surface and bottom scattered signals. Ironically, this degradation of performance in the

shallow regime has historically been largely accepted by the lidar bathymetry community. Guenther

[54] notes that “relatively narrow pulse widths are needed to provide required timing accuracy and

resolution of shallow depths; a pulse width of under 7 nsec is desirable,” the spatial equivalent of 1.5

m in water. This conventional approach limits the density of range-resolved observations acquired

by ALB sensors along the flight path, ultimately degrading estimation of the volume of water.

The conventional high SNR detection approach favors a simplified detection scheme, where

the use of lasers with modest pulse energies is prioritized over other SWaP aspects of the system.

This trade limits operation of these sensors onboard platforms where mass, volume, and power are
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Figure 4.8: Probability of the photodetector emitting a minimum of 1 photoelectron as a function
of the average emission rate N [33, 39].
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limited, such as UAS. Discussing the future of ALB sensors, Gutelius [61] explains that two key

drivers of future growth include a reduction in system capital cost, driven primarily by a reduction

in technological complexity of ALB sensors, in conjunction with lower system operational costs,

driven by increasing the availability of aircraft of opportunity, lowering the cost and size of the lidar

sensor, and reducing manpower requirements. “Clearly the next platforms for ALB systems will be

unmanned aircraft systems/air vehicles (UAS/UAV). To make a step-wise change in size, weight,

and power demands to fit in an ALB package on a UAV (at the same time retaining performance)

requires substantial advances in several areas of engineering. The key challenge...to developing a

substantially down-sized system is in somehow maintaining current ALB performance.”

“Clearly the next platforms for ALB systems will be
unmanned aircraft... The key challenge...to develop-
ing a substantially down-sized system is in somehow
maintaining current ALB performance.”
Bill Gutelius, President, Active Imaging Systems

Figures (4.7) and (4.8) illustrate theoretically that the conventional high SNR approach to

lidar bathymetry does not efficiently use available laser photons. In the field of topographic laser

ranging, Degnan [40, 39] has demonstrated that for a given laser power-receive aperture product,

the maximum return rate of signals scattered from the target media is obtained by adopting a

single photon sensitivity in the sensor detection architecture. While the detection threshold can

be adjusted to optimize the SNR based on the operational environment of the sensor, this suggests

efficiency of the range-resolved observation is maximized when using a high repetition rate, low

energy laser transmitter.

Development of low peak power (µJ), high repetition rate (kHz) lasers and multi-event,

single photon sensitive detection channels have enabled a low SNR detection approach to range-

resolved observations. Building upon the work of [34, 40, 39, 122], the depth sounding rate of

a lidar bathymetry sensor can be increased for a given laser output power by transmitting the

available photons in a high frequency (kHz) train of low energy pulses and employing a low SNR
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detection approach. The low peak power, high average power architecture permits a reduction

in the transmitted pulse energy, and subsequently the pulse width, reducing the severity of pulse

overlap limitations in the shallow media regime. The components required for a low SNR sensor

translate into low SWaP requirements, creating the potential for incorporation onboard platforms

such as UAS. Significant scientific interest exists in the potential to increase the density of depth

soundings, particularly in the study of rapidly developing water bodies such as dynamic supraglacial

melt lakes. Thus, in an effort to develop an efficient sensor for future use onboard platforms such

as UAS, the polarization lidar developed in the dissertation research employs a low SNR approach

to range-resolved observation through semitransparent media.

4.3.3 Signal to Noise Considerations

The multi-event, low SNR approach to laser ranging is not without its drawbacks. Inevitably,

low SNR sensors are prone to false alarms in the presence of solar background and detector dark

noise. However, the severity of the limitation can be reduced through proper system design, in-

cluding incorporation of narrowband interference filters and narrow fields of view in parallel with

proper discriminator threshold configuration. Additionally, following each recorded event, the sen-

sor suffers a “dead time” in which subsequent scattered optical signals received by the sensor cannot

be registered by the detection electronics [124]. While the characteristic dead time varies based

on sensor configuration, the restriction on sensor operation can be significant. For example, the

prototype sensor developed within this dissertation suffers from a 270 nsec dead time. Upon dis-

crimination and recording of the photodetector output (initiated by signal or noise), the sensor is

unable to record another event for 270 nsec, equivalent to 40.5 m of range in air or 30.5 m of water

depth. Proper performance of a low SNR lidar sensor demands attention to proper design and

optimization of detection electronics for the desired operational environment.

In addition to the signals scattered from the bounding media surfaces, there are several noise

contributions to the photodetection statistics. Consider first those noise sources that are Poisson

distributed, namely detector dark noise and solar background scattered along the optical path.
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Let N s and Nn be the count variables representing the mean signal and noise photoelectrons,

respectively, in each detection channel such that N s+n = N s +Nn describes the mean signal plus

noise photoelectron count due to photons arriving during the measurement interval τ . The discrete

probability density function is again defined according to a Poisson distribution such that

qs+n(k;N s+n) =
(N s +Nn)k

k!
e(−Ns+Nn) (4.35)

The detection threshold photoelectron count kth is given by the largest integer satisfying the in-

equality describing the probability of false alarm probability

Pfa ≥
∞∑

k=kth

(Nn)k

k!
e−Nn = 1−

kth−1∑
k=0

(Nn)k

k!
e−Nn (4.36)

resulting in a probability of detection defined for kth according to

Pd =

∞∑
k=kth

qs+n(k;N s+n) = 1−
kth−1∑
k=0

qs+n(k;N s+n) (4.37)

and corresponding signal to noise ratio of the range observation

SNR =
〈k〉√
var(k)

=
N s√

N s +Nn

=
N s√

N s +Nn

(4.38)

Equations (4.36) - (4.38) illustrate detection statistics of the low SNR approach, in which the

probability of false alarm is generally large compared to conventional high SNR sensors, particularly

in the presence of solar background. However, range resolved observations are enabled through

proper discriminator thresholding and the use of high repetition rate lasers. Integration of multiple

pulses effectively reduces the probability of false alarm. Here, the sensor integrates detected events

from a train of n pulses under the assumption of a constant false alarm rate during the integration

interval. Since the signal improves linearly with the number of integrated pulses n and the noise

increases by
√
n, an overall improvement in SNR of

√
n is achieved.

SNR(n) =
〈k〉√
var(k)

=
nN s√

n(N s +Nn)
=

√
nN s√

N s +Nn

(4.39)

Consider a train of constant amplitude pulses received from the first surface of a semitranspar-

ent media. Each pulse corresponds to the case of a Poisson signal immersed in a Poisson background
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described by Equation (4.35). The discrete probability density function for the integrated pulse

train is described according to

q
(n)
s+n(k;N s+n) =

nk(N s +Nn)k

k!
e−n(Ns+Nn) (4.40)

The detection statistics are calculated in the same manner as the single pulse (n = 1) case, such

that

P
(n)
fa ≥ 1−

kth−1∑
k=0

(nNn)k

k!
e−nNn (4.41)

P
(n)
d = 1−

kth−1∑
k=0

q
(n)
s+n(k;N s+n) (4.42)

Integration of n pulses by low SNR laser ranging sensors is typically performed in post-processing

of acquired timing data through discrimination of temporal coherence [39, 89].

4.3.4 Detection Threshold and Timing Data Considerations

4.3.4.1 Threshold Configuration

Desired SNR performance of the sensor is characterized based on the operational environment

of range observation. A diagram of the signal and noise environment for a lidar bathymetry sensor

is depicted in Figure (4.9), modified from Figure (2.3) to show only the transmitted and scattered

pulses from the first and second surface defined by the scattering matrices F1 and F2. For the

purposes of illustration, the sensor is simulated ranging through a target water body such that

the first surface defines the scattering properties of the air/water interface and the second surface

defines the scattering properties of the bottom. The sensor is assumed here to operate at a nominal

flight altitude of 300 m above the water surface, typical of low flying UAS, with a maximum

expected media depth of 10 m. The range resolution of the sensor is defined by the τbin = 27 psec

bin resolution of the timing electronics used in the dissertation research such that

∆R =
cτ

2n
=
c(27e−12)

2n0,1
(4.43)
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and ∆R equals 4 mm in air, 3 mm in water. Photoelectron events generating an output voltage

from the photodetector are recorded by the timing electronics throughout the range window. A 95%

detection probability with a maximum false alarm probability of 1% during the range measurement

(for each laser fire) in each detection channel is desired.

As depicted in Figure (4.9), the total average number of noise photoelectrons includes:

• Dark noise generated by each detection channel of the sensor, including spontaneous emis-

sion of photoelectrons by the photodetector and noise contributions from discriminating

and recording electronics, N b,dark. For the polarization lidar developed in the dissertation,

the photodetector in each detection channel operates with a dark noise rate of N b,dark = 50

photoelectrons/sec, as specified by the manufacturer in Figure (4.10) and verified through

measurement.

• Noise due to solar background illumination isotropically scattered through the atmosphere

and into the sensor receiver path, N b,atm. Degnan [39] defines the atmospheric contribution

to the solar background as

N b,atm =
ηqηr
hν

N0
λ(∆λ)ArΩr

4π

[
1− T 1+secθs

0

1 + secθs

]
(4.44)

where ηq is the photodetector quantum efficiency, ηr is the efficiency of the sensor receiver,

N0
λ is the wavelength-dependent solar spectral illuminance of the atmosphere, ∆λ is the

bandpass of the spectral filter in the receiver path, Ωr is the receiver field of view in

steradians, T0 defines transmission through the atmosphere, and θs is the solar zenith

angle at the time of the measurement.

• Noise due to solar background scattered from within the water volume, N b,water

• Noise due to the Lambertian scatter of solar background illumination from the surfaces

defined by F1 and F2, N b,1 and N b,2, respectively defined by Degnan [39] such that

N b,1:2 = βArτbin = N0
λ(∆λ)Ωrτbin

[
ηqηrAr
πhν

][
ρT 1+secθs

0 cosφ+
1− T 1+secθs

0

4(1 + secθs)

]
(4.45)
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Figure 4.9: Diagram of the expected noise and signal sources during flight, modified from Figure
(2.3). A pulse of laser energy of length cτ is emitted from the sensor at time t0 in the presence
of multiple noise sources. Signals are scattered from the first and second surface by time t2 and
transit back to the sensor.
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Figure 4.10: Detector dark noise rates as provided by the photodetector manufacturer. The pho-
todetector is typically operated with a supply voltage of 0.80 V, generating an average dark noise
rate of N b,dark = 50 photoelectrons/sec.
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where φ is the subtended angle between the Sun and the surface normal.

The total mean number of noise photoelectrons per range bin is therefore defined according to

N b = (N b,dark +N b,atm +N b,1 +N b,water +N b,2)τbin (4.46)

The total average noise photoelectrons per range bin is calculated to be N b = 1.2 for the simulated

sensor. Additionally, the Stokes vectors describing the solar background input to the sensor re-

ceiver from the atmosphere, water, and surfaces are defined according to Equation (3.15), assumed

here to have zero DOP such that each detection channel in the sensor is subject to equal noise

photoelectrons.

Range to the surface defined by the scattering matrix F1 (water surface) is evaluated initially.

The sensor begins to record photoelectron events upon each laser fire. A flight altitude of 300 m

above the water surface requires a minimum range window of 600 m in which the sensor records

each event, signal or noise. For a 600 m detection window and 4 mm range resolution ∆R, the

probability of false alarm within a single range bin is

0.01 ∗ 1

( 600m
0.004m)

= 6.67e−8 (4.47)

The threshold photon number kth that results in a probability of exceeding the threshold

P (N s,1+b ≥ kth) (4.48)

that is less than or equal to 6.67e−8 for the average noise rate ofN b = 1.2 photoelectrons is evaluated

in Equation (4.36) with the result kth = 10. The number of signal plus noise photoelectrons required

to produce a 95% detection probability for the threshold kth = 10 is determined through Equation

(4.37) with N s,1+b = 15.8 photoelectrons. Therefore, the required number of signal photoelectrons

is N s,1 = N s,1+b −N b = 15.8− 1.2 = 14.6.

The simulation continues by examining range to the surface defined by the scattering matrix

F2 (bottom). A flight altitude of 300 m and expected water depth of 10 m requires a minimum

window of 628 m to account for the refractive index change of water, in which the sensor records
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Figure 4.11: False alarm and detection probabilities for the range measurement of the first surface
with the sensor detection threshold configured to kth = 10.
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each event. For a 628 m detection window and 4 mm range resolution, the probability of false

alarm within a single range bin is

0.01 ∗ 1

( 628m
0.004m)

= 6.37e−8 (4.49)

The threshold photon number kth that results in a probability of exceeding the threshold

P (N s,2+b ≥ kth) (4.50)

that is less than or equal to 6.37e−8 for the average noise rate of N b = 1.2 photoelectrons is

determined using Equation (4.36) and is again kth = 10. The number of signal plus noise photo-

electrons required to produce a 95% detection probability for the threshold kth = 10 is determined

through Equation (4.37) with N s,2+b = 15.8 photoelectrons. Therefore, the required number of

signal photoelectrons is again N s,2 = 14.6. The corresponding SNR of the range observation is

SNR =
N s√

N s +N b

=
14.6√

14.6 + 1.2
= 3.7 (4.51)

4.3.4.2 Timing Data

Figure (4.12) illustrates timing data acquired with the simulated sensor from a calm, flat

water surface and bottom in the parallel detection channel for a 6 cm water depth, defined as 20

range bins (540 psec). Dead time effects are neglected, enabling received signals scattered from

the water surface and bottom to be discriminated and recorded by the timing electronics. The

transmitted laser and photodetector pulse widths are assumed here to be less than a bin width and

operate with no timing jitter, resulting in a single-bin registration of surface and bottom scattered

signals. The detection threshold is configured such that kth � 10 and no noise events are registered

by the detection electronics during the measurement interval defined as 200 laser firings. As a

result, signals scattered from the water surface and bottom are recorded and plotted in Figure

(4.12).

The detrimental impact of the dead time associated with the timing electronics of low SNR

lidar sensors is highlighted in Figure (4.13). Here, the detection threshold remains configured to



www.manaraa.com

76

Figure 4.12: Simulated timing data for a flat water surface and bottom bounding 6 cm of water.
The data is simulated in the detection channel receiving signals scattered in the polarization plane
parallel to the transmitted laser light and photodetector with no pulse jitter. The detection thresh-
old kth � 10 such that no noise events are registered by the detection electronics. The detection
channel is assumed to operate with no dead time such that received signals scattered from the
water surface and bottom are recorded by the timing electronics.
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kth � 10 such that no noise events are registered by the detection electronics. However, a dead

time corresponding to 30 bins (810 psec) has been applied to the detection electronics, preventing

the sensor from registering signals scattered from the bottom.

The detection threshold kth is lowered in Figure (4.14) such that kth � 10 to increase the

probability of false alarm such that the detection electronics register noise events. Following regis-

tration of a noise event, the detection electronics suffer a 30 bin dead time. However, registration

of the incoherent noise events introduces a randomly-occurring dead time, statistically enabling

registration of signals scattered from the surface and bottom. For a low SNR lidar bathymetry sen-

sor, the registration of noise events provides a means to overcome the governing dead time of the

electronics, at the expense of increased integration time and corresponding degradation of spatial

resolution.

4.3.5 Discussion

This section of the dissertation highlights key performance aspects of the low SNR detection

approach. If a rough estimate of the range between the sensor and media is known a prior, the

range window can be reduced, leading to a reduction in the mean noise photoelectrons N b passed

through the detection path as well as the photon threshold kth required to achieve the desired

probability of false alarm per range bin. This so-called “range gate” approach has been successfully

demonstrated [40, 39]. In the presence of polarized background sources, performance of the sensor

can be optimized by transmitting/receiving in the plane parallel/perpendicular to the transmitted

linearly polarized laser light to reduce the average noise rates in a preferential detection channel.

The probability of false alarm can be reduced to limit the detection of noise photoelectrons, but at

the cost of increased photoelectron detection threshold and the demand for increased signal levels

N s,1 and N s,2.

As indicated, following discrimination of emitted photoelectrons (signal or noise) and record-

ing of an event, the detection electronics used in low SNR laser ranging sensors are typically subject

to a dead time in which additional signals cannot be recorded. The sensor developed in this dis-
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Figure 4.13: Simulated timing data for a flat water surface and bottom bounding 6 cm of water.
The data is simulated in the detection channel receiving signals scattered in the polarization plane
parallel to the transmitted laser light and photodetector with no pulse jitter. The detection thresh-
old kth � 10 such that no noise events are registered by the detection electronics, however a dead
time corresponding to 30 bins has been incorporated into the measurement, preventing the sensor
from registering signals scattered from the bottom.
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Figure 4.14: Simulated timing data for a flat water surface and bottom bounding 6 cm of water.
The data is simulated in the detection channel receiving signals scattered in the polarization plane
parallel to the transmitted laser light and photodetector with no pulse jitter. The detection thresh-
old kth has been lowered to kth � 10 to increase the Pfa such that the detection electronics register
noise events. Registration of noise events introduces a randomly-occurring dead time, statistically
enabling registration of signals scattered from the surface and bottom.
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sertation suffers from a 270 nsec dead time following discrimination of received scattered light of

sufficient intensity to enable the discriminator, equivalent to 30.5 m of water depth. In the event

signals scattered from the surface defined by F1 are registered in both detection channels, as in

the case of a depolarizing surface or sensor design with significant polarization crosstalk between

channels, the sensor is unable to record events from the surface defined by F2, preventing a mea-

surement of depth. Thus the signal photoelectrons scattered from the first surface N s,1 have the

capacity to function as an additional noise term in Equation (4.46). Therefore, the discriminator

threshold in the channel detecting signals scattered from the second surface must be configured

sufficiently above the expected average noise level plus the expected “noise” contribution from a

depolarizing first surface.

Ironically, the limitation on depth measurement imposed by the dead time of the detection

electronics of low SNR sensors can be reduced, however, by increasing the false alarm rate. While

typically understood to be a negative aspect of the low SNR approach, the false alarm probability

can be adjusted to optimize the depth measurement by lowering the detection threshold kth. Con-

sider again the sensor simulated in this section. Maintaining a 1% probability of false alarm and

examining range through a depolarizing first surface, a portion of the scattered signal N s,1 incidents

the photodetector in each detection channel. Provided the first surface sufficiently depolarizes the

incident laser light, the emitted photoelectrons will be discriminated and recorded in each channel,

followed by the governing 270 nsec dead time which prevents resolving range to the second surface

for depths less than 30.5 m.

“Through discrimination and recording of naturally-
occurring noise events, the limitation on depth mea-
surement imposed by the dead time of detection elec-
tronics is effectively removed.”

If the detection threshold kth is lowered, or equivalently the detection threshold is held

kth = 10 and the background noise level is increased, the false alarm rate rises dramatically. This

effect is depicted in Figure (4.15), where the average noise photoelectron level has increased by an
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order of magnitude toN b = 12. The result is an eight orders of magnitude increase in the probability

of false alarm for the stationary detection threshold kth = 10. Due to the increase, additional noise

signals are discriminated and recorded by the timing electronics, resulting in an increase of the

randomly-occurring dead time associated with the timing electronics. The incoherent nature of the

noise terms in Equation (4.46) leads to this randomly-occurring dead time. Statistically, a noise

event will periodically occur during the time period defined as 30 bins prior to the surface return.

This noise signal is discriminated and recorded, generating a dead time that prevents the detection

electronics from registering the surface return and enabling registration of the bottom scattered

signal. Provided sufficient integration time, signals from both surfaces will be recorded, enabling

a measurement of depth between surfaces. Through discrimination and recording of naturally-

occurring noise events, the limitation on depth measurement imposed by the dead time of detection

electronics is effectively removed, at the cost of increased integration time and degraded spatial

resolution for ALB sensors. Ultimately, however, the signals scattered from surfaces of shallow

depth overlap and are enveloped within the pulse width of the laser/detector. In this scenario,

introduction of a randomly-occurring electronic dead time does not enable a depth measurement

and optical techniques must be employed to resolve media depth, as described in the following

chapter.
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Figure 4.15: False alarm and detection probabilities for the simulated sensor. The average noise
background has been increased by an order of magnitude, resulting an eight orders of magnitude
increase in the false alarm probability for the stationary detection threshold kth = 10.
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Intrapulse Phase Modification Induced by Scattering

5.1 Introduction

This chapter presents the Intrapulse Phase Modification Induced by Scattering (INPHAMIS)

technique, a polarization technique that enables suppression of signals scattered from sequential

media surfaces depending on their scattering phase matrix. Overlapping received signals scat-

tered from sequential media surfaces of shallow depth can be isolated by exploiting their differing

polarization characteristics. The INPHAMIS technique removes laser and detector pulse width

limitations that define the governing time responsivity of conventional lidar sensors, translating the

dual surface, shallow depth measurement into two single surface range-resolved observations. The

technique achieves sub-pulse width resolution of sequential semitransparent media surfaces, and

has led to publication [99] and patent [98].

5.2 Technique

Chapter 2 detailed the significant performance limitations that plague conventional range-

resolved observations through distant shallow semitransparent media. The limit to achieving shal-

low depth measurement is related to the applied lidar technique and the governing time responsivity

of the sensor, which defines the capacity of the lidar to distinguish between two surfaces along the

same optical path but separated in range. Invariably, current techniques for determining shallow

media depths are inhibited by the governing time responsivity of the lidar. For shallow aqueous

media, such as the waters contained in fluvial environments and along the shoreline of supraglacial
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melt lakes, limited instrument bandwidth results in ambiguities between surface and bottom scat-

tered signals, making water depth indeterminable and leaving coverage gaps in bathymetric data

[10].

Nayegandhi [103] described the difficulty associated with conventional lidar bathymetry sen-

sors operating in shallow waters. “Traditionally most lidar systems have a long [laser] pulse, but

when you have a very long pulse it is hard to differentiate between two vertical objects that are close

to each other. For lidar systems, when you want to map shallow submerged topography that is about

1 meter deep, you want to get a pulse that is as short as possible. ...The traditional bathymetric

lidar system [sends] out a laser pulse that is fairly long, and when it enters the water column it

is hard to differentiate between the water surface and bottom, when you have one pulse interact-

ing with both surfaces. It’s not impossible, it’s just much harder to do.” Recent development of

so-called “topobathymetric” lidars have enhanced performance of the conventional sensor in the

shallow water regime through a temporal reduction of the transmitted laser pulse width [102, 104],

trading off performance in deeper waters due to the inherent reduction in pulse energy. While future

development of picosecond pulse width lasers and fast detectors can further improve shallow water

measurement capabilities through a reduction in governing time responsivity, these performance

enhancements come at increased cost and complexity.

“It is hard to differentiate between the water surface
and bottom, when you have one pulse interacting with
both surfaces. It’s not impossible, it’s just much harder
to do.”
Amar Nayeganhdi, 2013 International Lidar Mapping Forum

A novel approach to remote resolution of shallow media depths has been developed within the

dissertation research, which has led to publication [99] and patent [98] opportunities. The approach

exploits the naturally-occurring, differing polarization characteristics of received signals scattered

from sequential media surfaces. For the lidar bathymetry sensor, the polarization preserving nature

of the water surface and volume, as well as the depolarizing nature of rough bottom topographies,
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has been demonstrated [29]. Signal returns from the depolarizing bottom can be isolated from

surface and volume returns through polarization discrimination of the received scattered signals,

at sub-pulse width resolution. Minimum depth resolution is no longer limited by laser or detector

pulse width and instead places the demand on the timing electronics. Longer pulses and more opti-

mal laser wavelengths may be used with no consequence on depth determination while potentially

improving signal detection. The approach, which takes advantage of the naturally-occurring, intra-

pulse phase modification induced by scattering (INPHAMIS) can equally be applied to deep water

depth measurements, providing a complete range of depth determination capabilities unobtainable

by conventional lidar sensors.

The timing diagram of Figure (3.2) is revisited and reconfigured in Figure (5.1) to illustrate

the INPHAMIS approach. A laser pulse of temporal width τ is transmitted from the sensor at

time t0 through media with refractive index n0 towards a distant semitransparent media. ~STX and

MTX are configured to effectively code the transmitted laser pulse with a linearly oriented electric

field. The linearly polarized pulse intercepts the first surface with scattering matrix F1 and f22

element a1 = 1 at time t1. A portion of the laser pulse 1 reflects back to the receiver with a nearly

preserved linear code. The remaining portion of the laser pulse is transmitted into the media with

refractive index n1. A portion of the transmitted energy N is scattered at the sequential surface

defined by the scattering matrix FN and f22 element aN < 1 at time tN and propagates back to the

receiver. Scatterers defined within the depolarization matrix FN modify the linearly coded laser

pulse, effectively scrambling the polarization orientation of the pulse N returning to the receiver.

The polarization analyzer in MRX is configured to decode the information contained within each

return pulse. In the event the depth between 1 and N is less than cτ/n1, the receiver discriminates

the codes of each received scattered signal at sub-pulse width resolution.

In general, the INPHAMIS technique is applicable to shallow depth measurements between

N surfaces provided that the scattering matrix FN defining each surface is unique. For the lidar

bathymetry sensor, signals scattered from the bottom of the water body (N = 2) must have

SNR2 > 1. Recall from Equation (4.38) that the received signal scattered from the second surface
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Figure 5.1: Timing diagram for range-resolved observations of shallow semitransparent media via
the INPHAMIS technique.
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has SNR2 defined as

SNR2 =
N s,2√

N s,2 +N s,1 +N b

(5.1)

where the component of the received signal scattered from the water surface N s,1 is now considered

a “noise” source in the shallow water regime in addition to the background N b input to the receiver.

From here it is clear that the SVLE approach of Equation (3.2) provides the definitions necessary to

optimize the signal N s,2 received from the bottom in the presence of background noise and “noise”

scattered from the first surface.

5.3 Simulation

A polarization lidar utilizing the INPHAMIS technique is simulated in this section for a

transmitted laser signal polarized linear horizontal with 0.95 DOP and resulting normalized Stokes

vector

~STX =



1

0.95

0

0


(5.2)

MTX and MRX are defined as identity matrices and the sensor detection channels are defined in

Equations (4.7) and (4.8). The sensor ranges to a semitransparent medium bounded by N = 2

surfaces. Referring to Figure (5.1), the thickness of each surface is defined as� than the transmitted

laser pulse width cτ ,n0 = 1.00, and n1 = 1.33 corresponding to an arbitrary water body. The

transmitted Stokes vector ~STX propagates through the media surfaces defined by the scattering

matrices F1 and F2 defined in Equation (3.12) for β2 = 0.6β1 and a1 = 1.0, a2 = 0.2.

Figure (5.2) illustrates the simulated voltage output from the sensor photodetector, defined

as a photomultiplier tube with 1.0 nsec rise time and 2.5 nsec FWHM output pulse length. The

conventional lidar bathymetry sensor operates with polarization indiscriminate detection, receiving

scattered signals from the N = 1 surface at time t1 = 0 and the N = 2 surface at t2 = 3.5

nsec. Given the response of the sensor to the received scattered signals from each surface, the
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apex of each signal is readily identifiable in Figure (5.2) with a 3.5 nsec time differential and

corresponding water depth of 40 cm. The variability in peak amplitude of each pulse is due to the

definition β1 > β2. The simulation is repeated in Figure (5.3) for N = 2 surfaces and 1.5 nsec

time differential between signals received from each surface, corresponding to a water depth of 17

cm. Given the time responsivity of the lidar, the received scattered signals begin to overlap at this

depth. Further decrease in media depth, or β2, will render the depth measurement indeterminable

due to ambiguity between the overlapping received scattered signals.

The conventional lidar is replaced by a polarization discriminating lidar sensor detecting the

perpendicular and parallel components of the received scattered signals. From Equations (4.12)

and (4.13), the measured intensities in each detection channel are defined as N1,2
⊥ = 0.025, 0.405

and N1,2
‖ = 0.975, 0.595, respectively. As depicted in Figure (5.4), the measured intensities have

been assigned to the peak amplitude of the photodetector voltage output, accounting for β2 =

0.6β1. Analysis of the polarization orientation of scattered signals received from each surface

enables depth measurement at sub-pulse width resolution by suppressing signals scattered from the

N = 1 surface in the perpendicular detection channel. In the shallow regime, resolution of depth

between surfaces is now independent of the governing time responsivity of the sensor using the

INPHAMIS approach. This effectively translates the N -surface range observation into N single-

surface measurements by allowing the sensor to multiplex between surfaces based on their scattering

phase matrix FN. Sensors working to achieve shallow depth measurements through incorporation of

high performing components, such as the topobathymetric lidars previously mentioned, can achieve

an order of magnitude improvement in shallow depth resolution with conventional components

through evaluation of polarization characteristics of the received scattered signals.

The simulation continues to demonstrate timing data acquired for a calm water surface and

bottom bounding 3 cm of water depth, corresponding to 270 psec, as illustrated in Figures (5.5)

and (5.6). The apex of the photodetector voltage output of the form in Figures (5.2)-(5.4) is

discriminated and recorded by the sensor timing electronics. Each range bin is assumed to be

27 psec wide, corresponding to 3 mm range resolution in water. A 270 psec (10 bin widths)
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Figure 5.2: Voltage output from the photodetector of a conventional lidar sensor, ranging with
polarization indiscriminate detection, for scattered signals received by the sensor from a simulated
40 cm water depth. The peaks of each received signal are readily identifiable (t = 0, t = 3.5 nsec)
enabling a measurement of depth between surfaces.
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Figure 5.3: Voltage output from the photodetector of a conventional lidar sensor, ranging with
polarization indiscriminate detection, for overlapping scattered signals received by the sensor from
a simulated 17 cm water depth. Further decreases in depth between surfaces will render the depth
measurement indeterminable due to overlap of the received scattered signals.
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Figure 5.4: Voltage output from the photodetector of a polarization discriminate lidar sensor for
overlapping scattered signals received by the sensor from a simulated 17 cm water depth. Optical
discrimination of the polarization orientation of scattered signals received from each surface enables
depth measurement at sub-pulse width resolution.
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jitter is included in the photodetector response characteristics and produces the spread in recorded

events from the surface and bottom timing histograms. The data in Figure (5.5) is simulated

initially in the co-polarized detection channel to simulate a conventional polarization indiscriminate

lidar bathymetry sensor, including discriminated and recorded noise events and a 30 bin width

dead time associated with the detection electronics consistent with the simulations from Chapter

4.3.4.2. Received signals scattered from the water surface are defined by a polarization-maintaining

scattering matrix, enabling the dead time associated with the detection electronics and preventing

registration of signals scattered from the bottom. Unlike the measurements presented in Figure

(4.14), however, recording noise events and introducing a randomly occurring electronic dead time

does not aid in the depth measurement, as surface and bottom signals are contained within the

envelope of the photodetector voltage output with 2.5 nsec governing time responsivity. As such,

only the signal scattered from the water surface is recorded by the sensor and the randomly occurring

electronic dead time does not benefit the measurement.

Figure (5.6) plots the timing data from both the co- and cross-polarized detection channels

to simulate the polarization discriminate detection approach detailed in Chapter 4. The cross-

polarized detection channel is defined here with identical performance characteristics as the co-

polarized channel, including discrimination of noise events and a randomly occurring electrical

dead time. Received signals scattered from the water surface are suppressed by the polarization

analyzer in the receiver, enabling the sensor to record signals scattered from the depolarizing

bottom, at sub pulse width resolution. The benefit of the INPHAMIS approach is readily apparent,

as discrimination of the polarization orientation of the received optical signals has enabled the sensor

to record events from the surface and bottom where both returns are contained within the envelope

of the photodetector voltage output. The dual surface detection measurement has effectively been

translated into dual single surface range-resolved observations.
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Figure 5.5: Simulated timing data for a flat water surface and bottom for 3 cm deep water. The
data is simulated in the co-polarized detection channel to simulate a conventional polarization indis-
criminate lidar bathymetry sensor, incorporating the expected pulse jitter from the photodetector,
noise events, and the governing 270 nsec electrical dead time associated with the detection elec-
tronics. Received signals scattered from the water surface are defined by a polarization-maintaining
scattering matrix, enabling the dead time associated with the detection electronics and preventing
registration of signals scattered from the bottom. Introduction of noise events and a randomly
occurring dead time does not aid in the measurement, as surface and bottom signals are contained
within the envelope of the scattered waveform.
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Figure 5.6: Simulated timing data for a flat water surface and bottom for 3 cm deep water. The
data is simulated in the co- (blue) and cross-polarized (red) detection channels to simulate the
polarization discriminate detection approach of Chapter 4. Received signals scattered from the
water surface are suppressed by the polarization analyzer in the receiver, enabling the registration
of signals scattered from the depolarizing bottom in the perpendicular detection channel at sub
pulse width resolution.
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5.4 Optimization

Operation of the INPHAMIS technique is optimized through evaluation of the SVLE. The

Stokes vector ~STX describing the laser polarization orientation should be chosen for maximum

degree of linearity and DOP. For the lidar configured to interrogate linear depolarization, particular

emphasis must be paid to the design and implementation of MTX and MRX to minimize systematic

coupling of energy into the perpendicular polarization plane that may prematurely enable the

photodetector in the perpendicular detection channel for scattered signals received from the N = 1

surface [66], in particular avoiding the use of reflective components, and must be evaluated for their

capacity to rotate or depolarize incident polarized light. Misalignment of the transmit and receive

polarization planes must be calibrated for cross talk [5].

The ability of the instrument to range to sequential surfaces in the shallow regime requires

transmission of linearly polarized light to a polarization preserving, semitransparent first surface

followed by a depolarizing second surface. Instrument performance can be limited by the scattering

matrix F of the surfaces. If the scattering matrix of the first surface couples sufficient energy into

the perpendicular polarization plane to enable the photodetectors in both detection channels, the

pulse overlap condition remains and the depth measurement is unobtainable.

The background contribution ~NB must be evaluated when optimizing the sensor using the

INPHAMIS technique. Although the received scattered signals polarized in the perpendicular

plane can be suppressed from the first surface through proper configuration of MRX, background

polarized light oriented outside of the transmission plane will contribute to the photodetector output

in the perpendicular detection channel. In the presence of polarized background, the sensor should

transmit in the same plane as the background and detect in the orthogonal plane in an effort to

maximize SNR2.
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Figure 5.7: Diagram of the sensor developed to demonstrate the INPHAMIS technique.

5.5 Laboratory Demonstration

A laboratory-based sensor was developed within the dissertation research to demonstrate the

applicability of the INPHAMIS technique to the lidar bathymetry measurement. In an effort to

generate the most compact and inexpensive sensor design for potential future operations onboard

a remote platform such as an UAS, the polarization discrimination between signals is performed in

this section on a pulse-to-pulse basis using a single telescope and detector layout. The transmit and

receive paths defining MTX and MRX are illustrated in Figure (5.7). The transmitter ~STX consists

of a 532 nm linearly polarized laser. A halfwave plate is used to rotate the linearly polarized light

exiting the laser head into alignment with the vertical transmission axis of a 532 nm polarizing

beam splitter (PBS) cube. The vertically co-polarized laser light exiting the PBS passes through

a quarterwave plate which is free to rotate about the optical axis. When the fast axis of the

quarterwave plate is oriented 45◦ to the linear polarization output of the cube, the quarterwave

plate retards the linear slow polarization component relative to the fast polarization component by

90◦, emitting left-hand circularly polarized light towards the target water body.

When incident upon the water surface and column, the transmitted circularly polarized light

reflects back to the receiver in a nearly preserving, but opposite, circular polarization state. This

polarization, 180◦ out of phase from the transmitted state, is retarded again by the quarterwave

plate oriented to 45◦. The result is linearly polarized light incident upon the PBS, rotated about
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the optical axis by 90◦ (horizontal) into the reflection axis of the PBS to a photomultiplier tube

for detection.

When the quarterwave plate fast and slow axes are aligned to the PBS transmission plane, no

relative phase shift is imposed by the quarterwave plate. As a result, vertically polarized laser light

is transmitted to the water. The surface and column are polarization preserving, reflecting light

that is primarily in the vertical plane. This linearly polarized light passes through the quarterwave

plate unmodified so that the PBS does not reflect the light into the detection channel. However,

when incident upon the bottom, the linearly polarized light depolarizes upon reflection due to the

rough topography. The quarterwave plate has no impact on the backscattered unpolarized light,

of which half is reflected by the PBS to the photodetector in the receiver.

Through discrimination of the reflected signal polarization state between laser firings, the li-

dar transitions between reception of water and bottom scattered signals. This translates the shallow

water depth measurement into two independent range-resolved observations, where target selection

is dictated by the definition of MTX and MRX, specifically the orientation of the quarterwave

plate. Rotation of the quarterwave plate permits the receiver to multiplex between detection of

either state, even when surface and bottom signals are contained within the envelope of the return

pulse. As such, the body of water can be effectively removed from the return signal, enabling the

depolarized bottom signals to be isolated for analysis.

5.5.1 Simulation

Ranging through shallow semitransparent media using the setup in Figure (5.7) is dictated

by the quarterwave plate orientation defining MTX and MRX and subsequent modification of

transmitted and received polarization orientations. An analytical description of the technique

begins by defining the associated Stokes vector of the linearly polarized laser pulse ~STX oriented
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using a halfwave plate for maximum transmission through the polarizing beam splitter cube.

~STX =



1

−1

0

0


(5.3)

MTX is defined along the optical path by the halfwave plate, polarizer, and quarterwave plate. An

arbitrary wave plate of phase shift γ and fast axis orientation θ is described using Mueller matrices

as

VWP (θ, γ) =



1 0 0 0

0 cos2 (2θ) + cos (γ) sin2 (2θ) cos (2θ) sin (2θ)− cos (2θ) sin (2θ) cos (γ) − sin (2θ) sin (γ)

0 cos (2θ) sin (2θ)− cos (2θ) sin (2θ) cos (γ) cos (γ) cos2 (2θ) + sin2 (2θ) cos (2θ) sin (γ)

0 sin (2θ) sin (γ) − cos (2θ) sin (γ) cos (γ)


(5.4)

with a halfwave plate γ of π radians oriented to θH and quarterwave plate γ of π/2 radians oriented

to θQ. The PBS is modeled as a polarizer oriented to θP of 0 ◦ for transmission along the vertical

axis in the instrument transmitter and oriented to θP + 90 ◦ for horizontal transmission in the

receiver. The Mueller matrix describing the polarizer is described according to

P (θ) =



0.5 0.5 cos (2θ) −0.5 sin (2θ) 0

0.5 cos (2θ) 0.5 cos2 (2θ) −0.5 (cos (2θ) sin (2θ)) 0

0.5 sin (2θ) 0.5 (cos (2θ) sin (2θ)) −0.5 sin2 (2θ) 0

0 0 0 0


(5.5)

During acquisition of range-resolved observations, the quarterwave plate is initially oriented to

θQ of 45 ◦ for transmission of circularly polarized light towards the target. After an arbitrary number

of laser firings in this orientation, the quarterwave plate is rotated to θQ of 0 ◦ for transmission of

vertical linear polarization during a second set of laser firings. In both orientations the scattered

light propagates in the opposite direction from the transmit path, such that the quarter-wave plate

is expressed with orientation of θQ during signal reception.
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Combining the transmitted Stokes vector in Equation (5.3) with the appropriate Mueller

matrices described in Equations (5.4) and (5.5) produces the received Stokes vector

~SRX =
[
Pol (θP + 90)VWP

(
−θQ,

π

2

)
F1,2VWP

(
θQ,

π

2

)
Pol (θP )VWP (θH , π)

]
~STX (5.6)

with the intensity measured by the photodetector defined as

IRX =

[
1 0 0 0

]
~SRX (5.7)

The Mueller matrices F1,2 represent the scattering phase function of the semitransparent media

and take the form of Equation (3.12). For water surface and volume returns the magnitude of a, b,

and c are all approximately 1. In this way the targets are polarization maintaining. However, for

rough bottom topographies, these terms are generally of magnitude < 1.

Simulation of the normalized received intensity for surfaces of variable a is illustrated in

Figure (5.8). Received signals scattered from a polarization maintaining target (a = 1) such as

the water surface appear sinusoidal, while a depolarizing target (a < 1) such as ice approaches a

constant intensity of 0.5. By rotating the quarterwave plate between orientations θQ of 45 ◦ and 0 ◦

during bathymetric measurements, received signals transition between polarized water surface and

volume returns and depolarized bottom returns.

5.5.2 Measurements

Bathymetric measurements were made using the sensor configuration in Figure (5.7). The

transmitter consisted of a CW-diode pumped passively Q-switched frequency-doubled Nd:YAG

microchip laser. The laser outputs 2.45 µJ of linearly polarized 532 nm light at a repetition rate

of 14.3 kHz and pulse width of 450 psec. A half-wave plate aligned the laser polarization to the

vertical transmission plane of a 532 nm PBS. Light exiting the PBS was transmitted through a

quarterwave plate toward a controlled target consisting of a column of water on top of a depolarizing

ice substrate, used to replicate expected conditions for depth determination of a supraglacial melt

lake.
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Figure 5.8: Simulation of normalized received intensity for a range of quarterwave plate orientations
for targets of varying degrees of vertical linear depolarization a.
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Backscattered laser light received by the sensor was collected with a photomultiplier tube,

Hamamatsu model H7422P. The PMT operates with a 1 nsec rise time and 350 psec timing jitter

during output of a 2.5 nsec FWHM pulse. Each PMT pulse is passed through a constant fraction

discriminator (CFD) which determines the PMT signal apex independently of the signal pulse

height. The CFD operates with an intrinsic timing jitter of 3.2 psec, outputting a 2.4 volt TTL-

level pulse that is passed to and stored onboard a time to digital converter (TDC) with 27 psec

timing resolution.

Timing data were acquired during reception of scattered signals from known water depths

of 3 and 1 cm over ice in an effort to simulate a shallow supraglacial lake. The transmitted laser

pulse was oriented slightly off nadir for collection of water surface and bottom returns during each

measurement. In the first data set, the quarterwave plate was oriented to θQ of 45◦ for reception

of polarized surface signals. The second data set was then acquired with the quarterwave plate

oriented to 0◦ to collect backscatter from the depolarizing floor.

The TDC produces a histogram with a 27 psec bin width and one bin entry per laser firing,

allowing for determination of the average time at which the detector pulses are registered. Figure

(5.9) illustrates the outline of the surface and bottom digital timing histograms for each depth

measurement. Visible in Figure (5.9) is an initial histogram of timing counts extracted from the

water surface returns measured over multiple laser pulses with the quarterwave plate oriented to

θQ of 45◦. The second histogram is from the bottom returns measured over multiple laser pulses

with the quarterwave plate oriented to θQ of 0◦. Each histogram was normalized to its maximum

count value.

The histograms shown in Figure (5.9) have a width that is dictated by pulse jitter from the

PMT and the laser pulse width. Generally these distributions are expected to appear Gaussian;

however, the histograms have an asymmetric shape due to operation of the PMT in the near range

environment associated with the laboratory setting, requiring the PMT control supply voltage to

be reduced below the nominal 0.80 V setting and resulting in abnormal detection operation of

the photodetector. The CFD is set to an initial voltage discrimination threshold to pass signals
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Figure 5.9: Outline of the normalized digital timing histograms for surface and bottom returns at
3.0 cm (dashed) and 1.0 cm (solid) water depths.
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from surface and floor returns and suppress constant fraction discrimination of noise signals. The

TDC is operated in multichannel scalar mode and initiates counting when the laser is fired. At

the quarterwave plate orientation θQ of 45 ◦, the surface return is the first photon detected by the

CFD and recorded by the counter. Subsequent return signals from the propagating laser pulse are

not counted in shallow waters due to dead time of the electronics. At this point the TDC waits for

another laser pulse to fire and a histogram of surface returns is produced as illustrated in Figure

(5.9). Upon rotating the quarter-wave plate to θQ of 0 ◦, the detected signal originates from the

floor and a second, distinct histogram is produced. The histograms, therefore, represent detection

of the first counted photon from each pulse. If the probability of detecting a photon at time t is

given by Pd(t), the timing probability distribution function (PDF) for counting a photon in first

count mode (FCM) is given by

PFCM (t) = Pd (t)

∫ t

0
(1− Pd (τ)) dτ (5.8)

which is the probability of detecting the photon at time t multiplied by the probability that no

photons were previously detected. Thus, in instances where the photon detection probability from

a single pulse approaches 1, the PDF appears Gaussian for small values of t. As t increases,

the integral term dominates and causes the PDF to fall sharply. This results in the histogram

asymmetry visible in Figure (5.9). Additionally, at times where the integral term dominates,

uncertainty due to shot noise is minimized. This is a direct result of the integration and supports

the claim that the trailing edge of the timing histogram provides the most stable reference for

calculating timing delays for water depth measurement.

Taking into account the refractive index n change of water relative to air (n = 1.33), the

water depth d is calculated as

d =
c∆t

2n
(5.9)

where the time delay ∆t is evaluated by differencing the half max of the trailing edge timing points

of the constant fraction histogram for the surface returns and the constant fraction histogram for

the floor returns. The results presented in Figure (5.9) produce time delays of 247 and 52 psec,
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corresponding to depth measurements d of 2.7 and 0.6 cm, respectively. The 27 psec resolution of

the TDC imposes a ±3 mm uncertainty on the water depth estimate, placing the observed depths

within the uncertainty of the physically measured depths of 3.0 and 1.0 cm, which possess a ±1

mm uncertainty.

The results presented in Figure (5.9) demonstrate the reduction of governing time responsivity

limitations through analysis of the polarization orientation of received scattered signals. If the

conventional scalar bathymetric approach was employed, given the 450 psec laser and 2.5 nsec

detector response widths, water depths less than tens of cm could not be resolved due to pulse

ambiguity. By isolating detection of surface and floor returns using polarization discrimination,

water depth measurements are limited only by the 27 psec resolution of the TDC. By removing the

need for short laser pulses and fast detectors, lasers and detectors with other favorable performance

attributes can be used. For instance, lasers of longer pulse width can transmit more energy per

pulse and improve the signal-to-noise aspects of the system, lasers of more favorable transmission

wavelengths can be utilized, and less expensive lasers and detectors can be employed.

To demonstrate independently the extent of the depth capability of the system, the experi-

ments are revisited. For these measurements, the floor distance remained fixed while 1 and 3 cm

water depth experiments were performed. Contrasting the setup between measurements, each floor

return in the 3 cm water experiment is subject to a transit distance l of 2 cm of water compared

to floor returns traveling through 2 cm of air before entering the 1 cm water depth experiment. In

this sense, it is expected that the floor return for 3 cm of water would be delayed from the floor

return for 1 centimeter by a factor ∆ where

∆ =
2nl

c
− 2l

c
=

2 (1.33) (0.02)

(3× 108)
− 2 (0.02)

(3× 108)
= 44psec (5.10)

This is due solely to the change in n from water to air over the 2l roundtrip distance.

The floor results of each water depth experiment are plotted together in Figure (5.10). Inset

is a zoomed-in view of the half max timing points of the trailing edges for the floor return curves

corresponding to water depths of 3 and 1 cm. Trailing edge values were used due to their accuracy,
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Figure 5.10: Overlay of normalized surface and bottom histograms from Figure (5.9) along with
insert of timing differences between the two determined bottom returns.
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repeatability, and reduced shot noise levels, as explained. At an expected ∆ of 44 psec, the floor

returns for each experiment would be separated by one 27 psec timing bin in the digital timing

unit.

Differencing the FWHM timing points of the Figure (5.10) inset demonstrates the returns

from the floor of 3 and 1 cm water depths are located in neighboring bins, although the TDC cannot

determine their location better than within its 27 psec resolution. The measurement comparison

demonstrates that the ultimate timing resolution of the technique is dictated by the timing bin

width and presently indicates depths could be determined to within millimeters.

“The measurement comparison demonstrates that the
ultimate timing resolution of the technique is dictated
by the timing bin width and presently indicates depths
could be determined to within millimeters.”

5.6 Conclusions

While the single telescope and detector approach to the INPHAMIS technique may be the

most compact and inexpensive sensor layout, operational limitations suggest a dual detection chan-

nel approach may be optimal for ALB operations. The rotating quarterwave plate and single detec-

tor approach lacks robustness. The transit time required to rotate the quarterwave plate between

orientations is on the order of seconds, severely restricting spatial coverage of an airborne sensor.

The single detection channel lacks simultaneity, prohibiting the sensor from providing an estima-

tion of the depolarization ratio of target media. Additionally, the coaxial sensor layout is prone to

internal scatter as the light emitted from the laser transmits through the PBS, which can reduce

the lifetime of the PMT and generally hampers the discriminator and TDC electronics. Finally, the

ultimate repeatability of the quarterwave plate rotation mount is unknown outside of the controlled

laboratory environment, leading to concerns over polarization purity and crosstalk between detec-

tion configurations. The dual detection channel sensor is presented in Chapter 6, which increases

the robustness of the INPHAMIS approach by removing all rotating components and separating
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the transmit and receive optical paths. Applying the SVLE to the dual detection channel sensor

results in an optimal approach to the INPHAMIS technique.

As detailed in this chapter, the INPHAMIS technique has had tangible impact on the noncon-

tact optical remote sensing community within the time of the dissertation research, particularly in

the lidar bathymetry community. In their 2012 textbook Fluvial Remote Sensing for Science and

Management, Carbonneau and Piégay [23] explicitly state that “in the future, hardware and soft-

ware developments will enhance the resolution, accuracy, and types of data products derived from

riverine airborne lidar surveys. First, the use of polarized lidar will probably enhance the capaci-

ties of extremely shallow water bathymetry (Mitchell et al., 2010).” By exploiting the polarization

orientation of scattered signals received from sequential media surfaces, such as water surface and

bottom returns, the governing time responsivity limitations associated with conventional lidar sen-

sors are mitigated. Range-resolved observations through semitransparent media, once confined by

laser or detector pulse widths conventional lidar sensors, are now limited only by the resolution

of timing electronics. The INPHAMIS technique as presented here has demonstrated 1 cm water

depth with ±3 millimeter uncertainty, more than an order of magnitude improvement over previous

approaches to bathymetry lidar, with potential for mm depth measurement. Reduction of conven-

tional limitations imposed by time responsivity decreases the need for expensive lasers and optical

detectors with narrow pulse widths to measure shallow media depths, allowing for increased flexi-

bility in component selection criteria such as wavelength. The INPHAMIS approach can equally be

applied to deep water depth measurements, thus providing a complete range of depth determination

capabilities.
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Instrumentation

6.1 Introduction

This chapter details the design and operation of a prototype polarization lidar developed

within the dissertation research. The sensor applies the theory developed in Chapters 3-5 to

range-resolved observations through semitransparent media to evaluate performance of the sensor

architecture beyond the laboratory environment. The design of and initial measurements obtained

with the sensor have led to publication [97].

6.2 Sensor Overview

A prototype polarization lidar was developed in the latter stages of the dissertation research

to demonstrate the theory developed in Chapters 3-5 during range-resolved observations through

semitransparent media external to the laboratory environment. A block diagram and image of the

sensor are presented in Figure (6.1).

6.2.1 Design

The laser transmitter consists of a cw-diode-pumped passively Q-switched frequency-doubled

Nd:YAG microchip laser. The laser outputs 2.45 µJ of linearly polarized 532 nm light at a repetition

rate of 14.3 kHz and pulse width of 450 psec. The transmitted beam passes through a 5 times beam

expander to achieve a divergence of 1.8 mrad. A halfwave plate aligns the laser polarization to the

transmission plane of a 532 nm Glan Thompson polarizer to ensure maximum linearly polarized
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output with degree of polarization (DOP) greater than 99.99%. Light exiting the polarizer is

transmitted through a pair of Risley prisms configured to steer the transmitted light into alignment

with the biaxial receiver. Optical leakage from the outgoing laser pulse is sampled by a fast

photodiode, which time-tags the start pulse with a SensL HRMTime time-to-digital converter. At

a nominal flight altitude of 300 m, typical of low flying UAS, the projection of the laser beam yields

a 0.5 m diameter footprint on the ground.

Table 6.1: Transmitter and Receiver Specifications of the Prototype Polarization Lidar

Parameter Value

Transmitter
Wavelength 532 nm
Laser pulse energy 2.45 µJ
Pulse repetition rate 14.3 kHz
Pulse width, FWHM 450 psec
Beam divergence 1.8 mrad
DOP linear > 99.99%

Receiver
Aperture diameter 90 mm
Field of view 2 mrad
Spectral filter bandwidth 1 nm
PMT pulse width, FWHM 2.5 nsec
CFD pulse width, TTL 270 nsec
TDC bin width 27 psec

The receiver consists of a F/13.9 Maksutov-Cassegrain telescope with a 1250 mm focal length

and 90 mm aperture. An iris located at the focal point of the telescope is adjusted to control the

receiver field of view. The transmit and receive paths fully overlap at 150 m range as defined by the

geometrical overlap function G(R) of the sensor as illustrated in Figure (6.2). The collected light

is collimated by a 25 mm positive lens and passed through an interference filter (1 nm bandwidth)

and Glan Taylor polarizer. The halfwave plate and Glan Thompson polarizer in the transmitter are

oriented to align the laser polarization plane with the reflection axis of the Glan Taylor polarizer

in the receiver. The Glan Taylor functions as a polarization analyzer in the receiver, reflecting

scattered signals oriented parallel to the transmitted polarization plane and passing perpendicular
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Figure 6.1: Block diagram (left) and image of the prototype polarization lidar sensor (right). The
lidar transmits 532 nm laser light oriented in a linear polarization plane and simultaneously detects
the parallel and perpendicular components of the received scattered light.
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signals.

6.2.2 Mitigation of Polarization Effects

The SVLE of Equation (3.2) provided the foundation for the optical design of the sensor.

Optimal performance of the Mueller matrices describing the transmit and receive paths MTX

and MRX required evaluation of each optical element in the sensor for potential introduction of

polarization effects along the optical path, and subsequent mitigation of these effects. To minimize

systematic polarization effects of the instrument transmit and receive paths on a global scale, no

reflective components were used in the system beyond the Matsukov-Cassegrain telescope, chosen

for its low reflectance angles. Furthermore, the capacity of each optical element in MTX and MRX

was evaluated for potential to modify the Stokes vector describing the transiting laser light.

The evaluation procedure is described here. Recalling Equation (3.5), a Stokes vector can be

written as [18]

~S = S0



1

p cos(2ε) cos(2θ)

p sin(2ε) cos(2θ)

p sin(2θ)


(6.1)

where S0 is the total intensity, p is the degree of polarization (DOP), ε is linear rotation angle and

θ is the ellipticity angle as illustrated in Figure (3.3). The Stokes vector exiting each optic along

the path is fully defined by these three polarization variables which are easily mapped onto the

Poincare Sphere. The measurement [52] requires a polarizer and a quarterwave plate, each in a

calibrated mount. The setup for each measurement are defined according to

• Setup 1: sensor optical component → polarizer → detector

• Setup 2: sensor optical component → quarterwave plate → polarizer → detector, as illus-

trated in Figure (6.3).

Beginning with Setup 1, the polarizer is rotated to maximize the amount of signal on the detector,
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Figure 6.2: Geometrical overlap function G (R) of the prototype polarization lidar as a function of
range. The transmit and receive paths overlap at 150 m range such that ≥ 97% of the scattered
signal is received by the telescope.
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Imax1. Since detectors are prone to saturation, the polarizer is then rotated to minimize the signal

on the detector, Imin1. The angle of the polarizer, θpol1, is recorded to determine the linear rotation

angle of the Stokes vector,

ε = 90 ◦ + θpol1 (6.2)

and the total intensity of the Stokes vector is calculated according to

S0 = Imin1 + Imax1 (6.3)

The quarterwave plate is inserted into the optical path to produce Setup 2 and rotated

sequentially with the polarizer to minimize the signal on the detector, Imin2, at the new polarizer

position θpol2. If the fast axis of the quarterwave plate is unknown, only the absolute value of the

ellipticity angle can be determined according to

θ = |θpol1 − θpol2| (6.4)

The polarizer is rotated to maximize the signal on the detected, Imax2. The DOP given by

p = 1− 2Imin2
Imax2 + Imin2

(6.5)

which normalizes out the efficiency of the quarterwave plate, providing the most accurate measure-

ment of p.

Having acquired the necessary measurements to define S0, p, ε, and θ, the Stokes vector exit-

ing each element of MTX and MRX is evaluated using Equation (6.1). Measuring the Stokes vector

exiting each element along the path indicates the polarization performance of each element. The

sensor developed in the dissertation is motivated by the evaluation of depolarizing semitransparent

media. As such, MTX and MRX have been configured to maximize the DOP of the transmitted

laser energy and minimize the potential for optical elements to retard or depolarize the transiting

signal.

As discussed in Chapter 3, the scalar approach to polarization gives quantitative description

as to how much the transmitted polarization orientation has changed, not how the polarization
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Figure 6.3: Measurement setup for the process of evaluating the capacity of each optical element
in MTX and MRX to modify the Stokes vector of the transiting laser light. Analyzing optics are
highlighted by the red dashed box and consist of a quarterwave plate, polarizer, and photodetector.
Based on the results of the measurement shown here, it was determined that the halfwave plate
decoupled the polarization of the transiting laser signal. As a result, the positions of the halfwave
and polarizer were reversed, enabling the polarizer to reject the cross-polarized component.
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changed. To highlight the performance restrictions introduced by the scalar approach, example

Stokes vector measurements are presented here, beginning with the laser. Using the setup described

in this subsection as illustrated in Figure (6.4), the total intensity of the laser was measured to

S0 = 29.3mW , linear rotation angle ε = 90 ◦, ellipticity angle θ = 28 ◦, and degree of polarization

p = 0.6785 resulting in a measured Stokes vector exiting the laser of

~STX = 0.0293



1

−0.379

0

0.562


(6.6)

The measured Stokes vector exiting the laser indicates that the laser transmits in the vertical linear

plane with a significant elliptically polarized component. In addition, the laser transmits a large

unpolarized component (0.32). The demand for the SVLE is immediately evident based on the

measurement. Without analyzing the polarization performance of the laser, the received signal

scattered from a semitransparent media will contain a cross-polarized component with ambiguous

origin.

The performance of each element of the sensor MTX and MRX was evaluated in similar

fashion. Figure (6.3) illustrates measurement of the Stokes vector exiting the laser, beam expander,

Glan Thompson polarizer, and halfwave plate train of optics. The halfwave plate was found to

decouple the incident polarization, requiring the positions of the Glan Thompson polarizer and

halfwave plate to be reversed in an effort to maximize the DOP exiting the sensor transmit path.

Following analysis of each element in the transmit path, the resulting Stokes vector exiting the

instrument was configured to transmit linear vertical polarization with S0 = 3.1mW , linear rotation

angle ε = 90 ◦, ellipticity angle θ = 0 ◦, and p = 0.9999 such that

~STXMTX = 0.0031



1

−0.99

0

0


(6.7)
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Figure 6.4: Measurement of the Stokes vector exiting the microchip laser.
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In similar fashion, each element of the sensor receive path defining MRX was evaluated for po-

tential polarization modification of the transiting received scattered signal. Figure (6.5) illustrates

measurement of the Stokes vector exiting the telescope. A known Stokes vector defined by the

output of the laser, beam expander, and Glan Thompson polarizer optical train is input to the

telescope. Ten exiting Stokes vectors were measured with the telescope rotated about its optical

axis and displaced in the plane orthogonal to the optical axis. The results indicated negligible

modification of the transiting laser light.

6.2.3 Detection

Received signals scattered from semitransparent media are collected by dual dynode chain

photomultiplier tubes, Hamamatsu model H7422PA-40. PMT detectors are used in the sensor

for their relatively low cost, single photon sensitivity, large active apertures, nanosecond FWHM

output, and high internal gains (105− 106). Additionally, the PMT offers low dead time compared

to the APD operating in photon counting or Geiger mode, which typically have dead times on

the order of 50 nsec even with active quenching circuits. Each PMT operates with a 1 nsec rise

time prior to output of a 2.5 nsec FWHM pulse. The detectors operate with known timing jitters

of 290 and 270 psec in the parallel and perpendicular channels, respectively. The output of each

PMT is input to independent channels of a dual channel constant fraction discriminator, which

determines the PMT signal apex independently of the signal pulse height. The CFD operates with

an intrinsic timing jitter of 3.2 psec, outputting a TTL-level pulse of 270 nsec duration. Each CFD

output pulse is passed to and stored onboard the TDC, operating with a 27 psec bin width, one bin

entry per laser firing, and 190 nsec dead time between consecutive registered events. Time-of-flight

measurements are performed by an onboard processor, determined by differencing the TDC time

tags of the laser fire (“start”) event sampled by the fast photodiode and the photon return (“stop”)

events from each PMT.

Variability in the strength of received signals scattered from surfaces with contrasting F

matrices, as highlighted in Figure (4.4), mandated the use of a constant fraction discrimination
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Figure 6.5: Measurement of the Stokes vector exiting the telescope. A known Stokes vector defined
by the output of the laser, beam expander, and Glan Thompson polarizer optical train was input
to the telescope. Ten exiting Stokes vectors were measured with the telescope is rotated about
its optical axis and displaced in the plane orthogonal to the optical axis. The results indicated
negligible modification of the transiting laser light.
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Figure 6.6: Hamamatsu specifications for photomultiplier tube cathode radiant sensitivity as a
function of wavelength (left) and gain as a function of control supply voltage (right). The H7422PA-
40 series photomultiplier tubes were chosen for their high radiant sensitivity at 532 nm, as well as
the 105 − 106 gain available at the nominal operational control supply voltage of 0.80 V.
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scheme over a more simplistic static threshold in an effort to minimize time walk of the discriminated

signals. A block diagram of the CFD circuit is provided in Figure (6.7). Electrical output from each

PMT in the parallel and perpendicular detection channels are input to independent channels of the

CFD. Each PMT voltage pulse is amplified and split into two components. The component passed

through the top portion of the circuit is fed to a comparator that compares the PMT signal to a

programmable threshold voltage, set to a level that defines when a useful real signal is arriving. The

output of this comparator serves as an enable signal to qualify the output of the bottom section of

the CFD. The component passed through the bottom portion of the circuit is split a second time,

fractioned and delayed, and input to a second comparator. Providing suitable fractions and delays

are chosen for the PMT output characteristics, the delayed signal crosses through the fractioned

signal at the same point in time, regardless of the amplitude of the PMT output.

A flip-flop with a delayed clear fixes the pulse width of the 270 nsec TTL-level output. For

a 450 psec laser pulse width, 2.5 nsec PMT output pulse width, and 190 nsec TDC dead time

between registered events, the 270 nsec CFD output defines the governing pulse width of the lidar

sensor. For each PMT output pulse (noise or signal) of sufficient amplitude to enable the CFD, an

event is recorded by the TDC and the sensor is subject to a 270 nsec dead time before recovering

to record a next event.

“For each PMT output pulse (noise or signal) of suffi-
cient amplitude to enable the CFD, an event is recorded
by the TDC and the sensor is subject to a 270 nsec dead
time before recovering to record a next event.”

A wide FOV camera is mounted on the optical bench and aligned with the sensor transmission

path to provide 1 Hz digital imagery of the scene. The combined sensor (including data transfer

and processing components) weighs 15 kg and runs off of standard 120 VAC with an average power

consumption of 89 W. The sensor is controlled by a single operator and can be readily configured

to operate autonomously onboard a UAS provided a suitable processor is chosen for the desired

mission profile.
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Figure 6.7: Constant fraction discriminator block diagram. Electrical output from each PMT is
passed to independent channels of the CFD, which determines the PMT signal apex independently
of the signal pulse height. The CFD outputs a TTL-level pulse of 270 nsec width that is passed to
and stored onboard the TDC.
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Figure 6.8: Representative signal components of the CFD circuit. Provided a suitable fraction and
delay is chosen, the apex of the PMT voltage output will be discriminated at the same point in
time regardless of the PMT pulse height.
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6.3 Measurements

This section details range-resolved observations acquired with the sensor to demonstrate

application of the polarization lidar theory developed in the dissertation research outside of the

laboratory environment.

6.3.1 Polarization Indiscriminate Detection

Timing data were acquired with the sensor during reception of signals scattered from the

experimental setup of Figure (6.9). An opaque surface was mounted at a known distance d0 of 5100

cm from the lidar (340 nsec TOF) to simulate the floor of an arbitrary water body. Timing data

were initially acquired in the parallel detection channel, as illustrated in Figure (6.10), to replicate

the performance of a conventional lidar bathymetry sensor using no polarization discrimination in

the receiver. The timing histogram results from the integration of scattered pulses for 4 seconds

with at most one entry per timing bin per laser fire at the laser pulse repetition frequency of 14.3

kHz, or 70 µsec interpulse period. The CFD enable threshold voltage, kth in Equations (4.36) and

(4.37), was raised above the operational noise level N b, resulting in the lack of background counts.

The histogram is centered around the 340 nsec TOF and has a 290 psec width dominated by pulse

jitter in the parallel channel PMT. For each PMT output pulse of sufficient amplitude to enable

the CFD, an event is recorded in the TDC and the lidar is subject to the governing 270 nsec dead

time.

Timing data were then acquired with the sensor ranging through a semitransparent glass

panel, used to simulate a still water surface, mounted between the lidar and the opaque surface.

The glass surface was initially mounted at depth A of 4252.5 cm from d0, corresponding to 847.5

cm from the lidar (56.5 nsec TOF). The TOF flight between signals scattered from the sequential

surfaces in this configuration was 283.5 nsec. The lidar discriminates and records returns from

the semitransparent surface and is subject to the governing 270 nsec CFD dead time, depicted

spatially as dCFD in Figure (6.9). As predicted by the theory presented in Figure (4.12), with the
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Figure 6.9: (not to scale) Diagram of the experimental setup. An opaque target is mounted
a distance d0 from the lidar. A semitransparent target is initially mounted at depth A from d0,
larger than the equivalent depth dCFD defined by the 270 nsec CFD dead time. The semitransparent
target is relocated to depth B, within dCFD. Finally, the semitransparent target is relocated to
depth C, within the equivalent depth dLASER defined by the 450 psec laser pulse width.
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Figure 6.10: Timing histogram generated by the lidar in the parallel detection channel from a single
opaque surface over a 4 sec integration period. The TDC produces a histogram with a 27 psec bin
width and one bin entry per laser firing. The width of the histogram is dictated by pulse jitter
from the PMT.
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glass mounted at A, the lidar recovers from the dead time to discriminate and record returns from

the opaque surface as illustrated in Figure (6.11). The differing histogram amplitudes are related

to the variable PMT pulse height distribution generated by backscattered signals from each surface

and subsequent probability of discrimination by the CFD.

The semitransparent surface was then translated and mounted at depth B of 3651 cm from

d0, corresponding to 1449 cm from the lidar (96.6 nsec TOF). The TOF flight between signals

scattered from the sequential surfaces in this configuration was 243.4 nsec. As illustrated in Figure

(6.12), the lidar discriminates and records returns from the glass surface. The lidar is unable to

recover from the governing 270 nsec dead time, as predicted by the theory presented in Figure

(4.13), and no longer records events from the opaque surface.

6.3.1.1 Considerations: Noise

The histograms of Figures (6.10) - (6.12) demonstrate timing data for backscattered signals

that generate PMT output amplitudes greater than the CFD threshold voltage kth, configured

above the operational noise level N b to ensure the TDC records only desired signal returns N s.

The limitation to the range measurement imposed by the governing dead time is reduced in the

case where signal and noise (e.g., solar background, detector dark counts) events are of similar

amplitude and/or the CFD threshold kth is lowered to increase the false alarm rate. In this case,

any PMT output pulse of sufficient amplitude to enable the CFD will subject the lidar to the

governing 270 nsec dead time. For deterministic signal returns from a media surface, the dead time

is initiated within the pulse jitter of the PMT. Due to the random nature of noise events, however,

the 270 nsec dead time is initiated randomly.

As predicted by the theory presented in Figure (4.14), if the sensor is permitted sufficient

integration time, the random occurrence of the governing CFD dead time permits the TDC to

record returns from sequential surfaces with differential TOF less than 270 nsec. This occurrence

is demonstrated in Figure (6.13). Here, the glass surface remains mounted at depth B. The CFD

threshold voltage is lowered to enable registration of noise events. Due to the random nature of
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Figure 6.11: Timing histograms simultaneously acquired from an opaque surface (right) mounted
at 4252.5 cm depth from a semitransparent surface (left) over a 4 sec integration period.
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Figure 6.12: Timing histogram acquired from a semitransparent surface (left) over a 4 sec integra-
tion period. The opaque surface is mounted at 3651 cm depth, within the governing 270 nsec dead
time of the lidar. As a result, no timing histogram is acquired from the opaque surface (right).
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the noise events, the governing CFD dead time is now randomly distributed. This effect periodi-

cally prohibits the instrument from recording events from the semitransparent surface, permitting

discrimination of returns from the opaque surface. As the lidar integrates for an extended period,

timing histograms are generated from both surfaces, and depths less than those dictated by the

dead time of the CFD can be resolved.

Severe noise levels can statistically render the instrument blind to both surfaces and therefore

must be characterized for a given measurement environment in order to configure the CFD enable

threshold appropriately. Additional attention must be paid to the receiver field of view and spectral

filter in an effort to minimize contribution to the detected events from out of band wavelengths.

6.3.1.2 Considerations: Laser/Detector Pulse Width

Chapter 4.3.4 detailed the benefits that arise for the depth measurement by introducing the

randomness of discriminated noise events, which provide an approach to mitigate the governing

electrical dead time of the CFD for polarization indiscriminate detection at the expense of in-

creased integration time. However, limitation to the range measurement remains for sequential

media surfaces with separation distance less than the spatial width of the combined laser/detector

pulse. In this optical regime, returns from sequential surfaces are contained within the envelope

of the laser/detector pulse width. For the lidar described in this subsection, in the event sequen-

tial surface returns are contained within the envelope of the laser/detector pulse, the CFD will

determine the signal apex of the resulting PMT output and generate a single TTL output pulse

to be recorded by the TDC. While discrimination of noise events provides a means to reduce the

severity of the governing electrical CFD dead time, operation in the shallow regime remains limited

in this prescribed configuration for returns enveloped by the convolved pulse width of the laser and

detector.
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Figure 6.13: Timing histograms simultaneously acquired from an opaque surface (right) mounted
at 3651 cm depth from a semitransparent surface (left) over a 20 sec integration period. The CFD
voltage threshold is lowered to discriminate noise events, generating a randomly occurring 270 nsec
dead time.
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6.3.2 Polarization Discriminate Detection

The prototype polarization lidar described in this chapter utilizes dual detection channels and

optical polarization discrimination to overcome the governing limit on time responsivity imposed

by the laser/detector pulse width. To demonstrate the capacity of the dual detection channel

approach to achieve high-resolution ranging through semitransparent media, the measurements of

Section 6.3.1 are revisited.

6.3.2.1 Overcoming the Limitation Imposed by CFD Pulse Width

To demonstrate the capability of the prototype lidar to measure depth between sequential

surfaces within the governing CFD pulse width, additional timing histograms were acquired using

the setup of Figure (6.12). Here, the glass surface remained mounted at depth B from d0. Unlike the

single detection channel measurement, however, timing histograms were simultaneously integrated

by the parallel and perpendicular detection channels in the receiver. When incident upon the glass

surface, a portion of the transmitted linearly polarized light reflects back to the receiver in a nearly

preserved orientation and degree of polarization. The result is linearly polarized light incident

upon and reflected by the Glan Taylor polarizer to the PMT for detection of the scattered parallel

polarized signal. The CFD in the parallel detection channel discriminates the PMT voltage output

and is subject to the governing 270 nsec dead time. Energy scattered from the surface into the

perpendicularly polarized plane is of insufficient intensity to enable the CFD in the perpendicular

detection channel.

A portion of the laser light transmits through the semitransparent glass surface and incidents

the opaque surface. This light depolarizes upon reflection due to the rough topography of the

surface. Returning to the lidar, half of the scattered light is passed through, and half is reflected,

by the Glan Taylor polarizer to the PMT in each detection channel. The CFD in the perpendicular

detection channel discriminates the PMT voltage output and is subject to the 270 nsec dead time.

Reception of scattered light from the polarization preserving glass surface previously enabled the
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CFD in the parallel channel; therefore, no event is recorded from the depolarizing surface in the

parallel detection channel.

This capability to overcome the limitation on range measurement imposed by the governing

CFD dead time is illustrated in Figure (6.14). By discriminating the polarization orientation of

scattered signals for each transmitted laser pulse, the lidar simultaneously acquires timing his-

tograms from the sequential surfaces. This translates the shallow media range measurement into

two surface altimetry measurements, where target selection is dictated by the propensity of the

surface to decouple energy into the perpendicular polarization plane. The polarization preserving

surface is effectively removed from the measurement in the perpendicular detection channel, en-

abling the depolarizing surface signals to be isolated for analysis. Thus an additional benefit of

the polarization lidar approach is the capacity of the sensor to overcome the governing electrical

dead time via discrimination of optical signals, eliminating the lengthy integration time required by

conventional sensors to mitigate the dead time limitation through discrimination of the randomly

occurring noise events.

6.3.2.2 Overcoming the Limitation Imposed by Laser/Detector Pulse Width

To demonstrate the capability of the lidar to measure depth between sequential surfaces

enveloped by the laser/detector pulse width, timing data were acquired during reception of signals

scattered from the glass surface mounted at depth C of 2.4 cm from d0 as illustrated in Figure

(6.15). Note here that the glass panel is physically measured to 0.95 cm thickness, placing the

front surface of the glass 3.35 cm from the opaque surface. With a laser of 450 psec pulse width

(13.5 cm spatial equivalent), scattered optical signals from the sequential surfaces overlap within

the envelope of the laser pulse, depicted spatially as dLASER in Figure (6.9). Conventional lidar

sensors, performing the range measurement with a polarization indiscriminate detection approach,

are subject to this intrapulse ambiguity, even in the presence of noise.

Two measurements were conducted with the glass mounted at C. First, timing histograms

from the opaque surface were simultaneously integrated over 30 sec in the parallel and perpendicular
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Figure 6.14: Timing histograms simultaneously acquired from an opaque surface (right) mounted
at 3651 cm depth from a semitransparent surface (left) over a 4 sec integration period. Data at left
are acquired in the parallel detection channel; at right in the perpendicular channel.
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detection channels in the absence of the glass surface, providing a baseline range measurement to

the depolarizing surface. The semitransparent glass surface was then reinserted into the optical

path and timing histograms were integrated in both channels to demonstrate the capability of the

lidar to measure the depth between sequential surfaces at sub-laser pulse width resolution.

“Conventional lidar sensors, performing the range mea-
surement with a polarization indiscriminate detection
approach, are subject to this intrapulse ambiguity, even
in the presence of noise.”

Figure (6.16) illustrates the envelope of the timing histograms, the width of which corresponds

to the respective jitter of each PMT. To remove discrepancies in integrated counts per bin between

channels and highlight the timing resolution of the lidar, the histograms were integrated over 30 sec

and normalized to their respective maximum count value. Range to the opaque surface registers

5409.6 cm (360.64 nsec TOF) in both detection channels, measured at the apex of the timing

histograms. Inserting the semitransparent surface into the optical path physically reduces the

range to the first surface by a distance l of 3.35 cm. As a result, it is expected that the peak of the

semitransparent surface timing histogram tsemi will advance in time to

tsemi = 360.64− 2l

c
= 360.64− 2 (0.0335)

c
= 360.42nsec (6.8)

which agrees with the TDC measurement of 5406.8 cm (360.45 nsec TOF) to within the precision

of a ± 0.4 cm bin width.

Contrasting the setup between experiments, light scattered from the opaque surface is subject

to a transit distance l of 0.95 cm of glass compared to 0.95 cm of air. Given the refractive index n

= 1.7 of the glass, inserting the panel into the optical path is expected to delay the opaque surface

return topaq in time by

topaq =
2nl

c
− 2l

c
=

2 (1.7) (0.0095)

c
− 2 (0.0095)

c
= 0.044nsec (6.9)

due solely to the change in n from air to glass over the 2l roundtrip distance. The expected
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Figure 6.15: Measurement configuration in which the glass surface is mounted at depth of 2.4 cm
from the wall. The 450 psec pulse width of the laser corresponds to 6.75 cm in range. Utilizing
the INPHAMIS approach, timing histograms were integrated in the parallel and perpendicular
detection channels to demonstrate the capability of the sensor to measure the depth between
sequential surfaces at sub-laser pulse width resolution.
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Figure 6.16: Envelope of normalized timing histograms simultaneously acquired over a 30 sec
integration period for the parallel (solid) and perpendicular (dashed) detection channels, from an
opaque surface (left) and semitransparent surface mounted between the lidar and opaque surface
(right).
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apparent shift to 5410.2 cm (360.68 nsec TOF) agrees closely with the range measurement of

5410.8 cm (360.72 nsec TOF) to within ± 0.4 cm.

To more accurately replicate the operational environment of a lidar bathymetry sensor, the

experiment presented in this subsection was repeated with the sensor pointed in the nadir direction,

ranging to a container filled with water as depicted in Figure (6.17). A plastic substrate was

submerged under water, the surface of which was roughened to simulate depolarizing ice. The sensor

was mounted external to a window hatch installed on the fourth floor of the building, at a known

range of approximately 12 meters from the ground upon which the container was mounted. Timing

histograms were integrated in the parallel and perpendicular detection channels. Differencing the

apex of each timing histogram resulted in a measured delay of 189 psec, corresponding to a depth

of

d =
(3e8)(189e−12)

2(1.33)
= 2.1cm (6.10)

compared to the physically measured depth of 2.0 cm, which possesses a ±1 mm uncertainty, within

a single TDC bin width.

The dual detection channel approach and results illustrate several unique aspects of the po-

larization technique. First, the technique enables sub-laser/detector pulse width depth resolution

that is limited only by the timing resolution of the TDC. In this setup, the precision of the mea-

surement is established by the 27 psec bin resolution of the TDC. Second, the technique removes

the dependency on short laser pulses and fast detectors, allowing for increased flexibility in laser

selection criteria and enabling more affordable and less complex lidar components to be employed

while still achieving significant improvements in shallow water depth measurements.

Both detection channels were calibrated in the time domain to account for differences in

optical and electrical path lengths. Due to the physical setup of the instrument, the optical path

length between the Glan Taylor polarizer and the detector face in the perpendicular channel is 9.5

cm longer than the parallel channel. Additional timing offsets exist due to the variability of cabling

used to connect the PMT, CFD, and TDC electrical paths in each channel. Timing calibration
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Figure 6.17: Experimental configuration for the water depth measurement. The sensor was mounted
to point vertically downward from an open hatch, ranging to a container of water with a submerged
plastic substrate (left), the surface of which was roughened to simulate depolarizing ice. Timing
histograms were integrated in the parallel and perpendicular detection channels (right), producing
a water depth measurement at sub-laser pulse width resolution.
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was accomplished by ranging to the depolarizing opaque surface in the absence of the glass panel.

Timing histograms were acquired over a 30 sec integration period in the parallel and perpendicular

channels, and normalized to their maximum respective count value. The histogram acquired in the

perpendicular channel was shifted forward in time 56 TDC bins (1.512 nsec) to match the peak

bin to that of the parallel channel, as demonstrated at left in Figure (6.16). The resulting error in

range measurements between detection channels is defined as one half of a TDC bin width, or 4

mm in air.

6.3.2.3 Linear Depolarization Estimate

The prototype polarization lidar described in this chapter overcomes traditional governing

pulse width limitations through simultaneous detection of signals scattered in the polarization

planes parallel and perpendicular to the transmitted laser light. In addition to timing information,

the detected signals also contain polarization information about the scattering properties of the

semitransparent media surface. This information can be evaluated to differentiate between surface

types, such as water and ice [118], by measuring the propensity of the surface to depolarize incident

light into the perpendicular polarization plane.

Linear depolarization may be characterized by ratioing the parallel and perpendicular polar-

ization components of the backscattered light. The resulting linear depolarization ratio is defined

as [51]

δ =
N⊥
N‖

(6.11)

where N⊥ and N‖ are the components of the detected signal polarized perpendicular and parallel to

the transmitted beam, respectively. Ratioing the integrated timing histograms from a single surface

in both detection channels leads to the generation of a depolarization ratio δ for the surface.

The expectation of a weak perpendicularly polarized signal from the bottom surface was a

driving requirement for the optical layout of the prototype lidar. Consequently the optical design of

the system was optimized for maximum SNR of the perpendicular detection channel. Providing an

accurate measurement of the surface depolarization ratio requires calibration of the lidar, including



www.manaraa.com

140

a parameterization of gain offsets induced by the Glan-Taylor polarizing beamsplitter, PMT detec-

tors, and cross talk between the two receiver channels due to receiver and transmitter misalignment

in polarization. Hayman [66] describes a generalized approach to calibrate a lidar system for de-

polarization estimates, particularly when significant optical retardance is present. Building upon

this work, the prototype lidar has been designed with minimal reflecting elements in an effort to

minimize optical retardance, and the methods of Alvarez [5, 70] are applied to the calibration. In

this case, the digitized signals ~Q stored in the TDC are proportional to the observed photon counts

at the detector faces, ~N . Here,

~Q = G ~N (6.12)

where G is a constant and accounts for the electro-optic gain offset between receiver channels,

including PMT quantum efficiencies, amplifier gains, and line losses through the PMT, CFD, and

TDC electrical paths. Misalignment between the transmitter and receiver polarization planes by

an angle θ introduces a degree of polarization cross talk into the measured depolarization ratio.

In this condition, a fraction of the parallel signal is leaked into the perpendicular channel, or vice

versa. Without properly calibrating the lidar, these effects contaminate the measurements from

which the depolarization ratio δ is derived.

The range-resolved polarization ratio m observed by the lidar is a function of the gain ratio

G, the misalignment angle θ, and the depolarization ratio δ of the scattering surface. The observed

ratio takes the form

m (r) = G

[
δ (r) + tan2 (2θ)

1 + δ (r) tan2 (2θ)

]
(6.13)

To calibrate the lidar, a halfwave plate was inserted into the transmit path immediately following

the Risley prisms, and timing histograms were integrated from the target surface over a sequence

of controlled halfwave plate calibration angles φj . For each timing histogram acquired at each

calibration angle, the effective offset angle is the sum of the misalignment angle θ between the

transmit and receive planes and the calibration angle φ. Acquiring timing histograms for three or

more halfwave plate calibration angles generates a data set with controlled amounts of polarization
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cross talk between detection channels. For the jth calibration angle, φj , the range-resolved observed

polarization ratio is now defined as

mj (r) = G

[
δ (r) + tan2 [2 (θ + φj)]

1 + δ (r) tan2 [2 (θ + φj)]

]
(6.14)

where mj (r) and φj are measured and δ (r), G, and θ are evaluated during the calibration process.

As illustrated in Figure (6.18), timing histograms were integrated in the parallel and per-

pendicular detection channels for signals scattered from the opaque surface of Figure (6.9) for

calibration angles φj = 0◦, 10◦, . . . , 90◦, as well as φj = 45◦ for reference. Observed polarization

ratios mj were generated for each calibration angle φj by summing the histogram counts in the

parallel and perpendicular detection channels and taking their ratio. Evaluating Eq. (6.14) via the

observed ratios and a nonlinear least squares algorithm resulted in values of G = 1.67 and θ = 2.53◦

for the systematic gain and misalignment angle of the lidar, and a δ = 0.52 of the opaque surface.

Thus, an added benefit of the polarization technique beyond improved ranging through semi-

transparent media is the ability to characterize the depolarization ratio of the scattering surface.

This can be used to classify differing bounding surfaces of semitransparent media, owing to their

relative roughness and propensity to decouple the incident polarized signal [37]. For example, the

δ of sand and still water, typical bathymetric surfaces, were measured with the sensor to 0.55 and

0.01, respectively, using Eq. (6.13) and the systematic values of G and θ. In addition to providing

depth measurements of shallow coastal waters, the approach can therefore be used to identify land-

water transitions and provide an estimate of relative surface water roughness due to wave activity

caused by surface winds.

To demonstrate the capacity of the prototype lidar to classify differing surfaces based on their

measured depolarization ratio, the experiment presented in this subsection was repeated with the

sensor pointed horizontally, ranging to a neighboring building at known range of approximately 245

m. As depicted in Figure (6.19), timing histograms were integrated in the parallel and perpendicular

detection channels with the transmitted laser beam illuminating various differing surfaces of the

building. Figure (6.19a) presents timing data acquired with the sensor ranging to a 2nd floor
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Figure 6.18: Observed depolarization ratiomj versus halfwave plate calibration angle φj . Point data
were obtained by taking the sum and ratio of timing histograms in the parallel and perpendicular
detection channels for φj = 0◦, 10◦, . . . , 90◦. Data were also acquired for φj = 45◦ for reference. A
nonlinear least squares analysis generated values of G = 1.67, δ = 0.52, and θ = 2.53◦.
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window to mimic a smooth water surface; Figure (6.19b) presents timing data acquired from a

brick siding to mimic a depolarizing ice bottom. The counts in each channel are integrated during

the range window denoted by the vertical dashed lines and ratioed, accounting for the timing and

gain offsets described in this subsection.

The results of the range experiment are plotted together in Figure (6.20). Here, the variable

depolarization ratio generated by differing surfaces is evident. Polarization-maintaining surfaces

such as the windows produce low depolarization ratios (δ < 1) while depolarizing surfaces are

distinguished by their variable propensity to decouple the polarized light transmitted by the sensor.

Recalling the supraglacial melt lake from Figure (2.8), the experiment is extrapolated to simulate

performance of the sensor operating over the GIS. Polarization maintaining surfaces such as the

air/water interface will tend to preserve the incident laser polarization, while ice will tend to

depolarize the laser light. Evaluation of the measured depolarization ratios during flight operations

may aid in classification of ice-water transitions along the perimeter of melt lakes, as well as differing

ice surfaces along the ice sheet.

6.4 Conclusions

The experiments and timing data presented in this chapter demonstrate elimination of con-

ventional governing pulse width limitations through exploitation of the variability between the

polarization orientation of signals scattered from differing surfaces. The 2.5 nsec PMT pulse width

of the prototype sensor presented here limits the conventional, single detection channel approach

to a shallow depth measurement between sequential surfaces to tens of cm, even in the presence of

randomly initiated noise events. However, by isolating detection of intrapulse surface and bottom

returns through polarization discrimination in the lidar receiver, the dual surface depth measure-

ment is transformed into two single surface range-resolved measurements, each now limited only

by the 27 psec resolution of the TDC.

As demonstrated, performance of the polarization lidar is optimized through design and op-

eration within the Stokes Vector Lidar Equation. Without proper identification of the polarization
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Figure 6.19: Timing histograms integrated in the parallel and perpendicular detection channels for
differing surfaces of the building. Integrating and ratioing the counts during the interval defined by
the vertical dashed lines permits generation of a depolarization ratio which can be used to classify
differing surfaces based on their propensity to decouple the incident laser signal.
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Figure 6.20: Plot of the depolarization ratio for each surface illuminated during the experiment.
Polarization maintaining surfaces such as the 2nd floor windows produce low depolarization ratios
(δ < 1) while depolarizing surfaces are distinguished by their variable δ values.

Figure 6.21: Theoretical depolarization ratio data acquired during flight of the sensor onboard a
UAS over the supraglacial melt lake from Figure (2.8). Evaluation of the measured depolarization
ratios during flight operations may aid in classification of water/ice boundaries as well as differing
ice surfaces.
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performance characteristics of the lidar sensor, including each element defining MTX and MRX as

well as the scattering matrix F under interrogation, the acquired depolarization data is only indica-

tive of a change in polarization and does not adequately explain how the polarization orientation

changed. Specific applications of the polarization approach, such as INPHAMIS, require the SVLE

approach in order to properly configure the sensor and prevent sensor-induced contamination of

first surface scatter.

The ability of the sensor to range to sequential surfaces in the shallow regime requires trans-

mission of linearly polarized light to a polarization preserving, semitransparent first surface followed

by a depolarizing second surface. Instrument performance can be limited by the scattering matrix

F of the surfaces. If the F of the first surface decouples sufficient energy into the perpendicular

polarization plane and enables the CFD in both detection channels, the TDC is unable to record

events from the second surface and a depth measurement is unobtainable. The sensor is configured

to minimize systematic coupling of energy into the perpendicular polarization plane that may pre-

maturely enable the CFD in the perpendicular detection channel. The Stokes vector ~STX describing

the transmitted polarization orientation has been optimized for maximum linearity and DOP. The

Mueller matrices of the transmitter and receiver paths, MTX and MRX respectively, avoid the use

of reflective components and have been evaluated with negligible capacity to rotate or depolarize

incident polarized light. As detailed, misalignment of the transmit and receive polarization planes

has been calibrated for cross talk.

Although the dual channel approach provides an estimate of first surface linear depolarization,

estimating depolarization of sequential surfaces in the shallow water regime is challenging. For laser

light incident on a polarization preserving first surface and depolarizing second surface, the CFD

in the parallel detection channel will be enabled initially from the first surface statistically. In the

shallow regime, the CFD in the parallel channel is unable to recover from the 270 nsec dead time to

discriminate returns from the depolarizing second surface. As a result, the estimate from the second

surface is biased toward an increased depolarization ratio δ. A relative change in depolarization

of the second surface can be evaluated, but a depolarization ratio cannot be measured without
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accounting for the parallel-polarized signal scattered by the second surface but not detected due to

the statistics of first surface detection.

The single telescope and detector approach to laser ranging presented in Chapter 5 for the

INPHAMIS technique offered a compact and inexpensive sensor layout, with associated concerns

regarding operational robustness. The prototype lidar presented in this chapter utilizes the dual

detection channel approach to mitigate several of the limitations imposed by a single detection

channel. The prototype sensor has no moving parts, permitting comprehensive calibration of the

sensor prior to flight operations with minimal potential for future misalignment due to the rotat-

ing optics associated with the single channel sensor. The dual detector measurement facilitates

simultaneous integration of timing histograms in the parallel and perpendicular detection channels,

enabling derivation of the depolarization ratio throughout the flight profile. The biaxial optical

layout enables the transmit and receive paths to be fully isolated to prevent scattering internal to

the sensor from prematurely reaching the photodetector and enabling the detection electronics.
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Chapter 7

Conclusions and Recommendations

7.1 Conclusions

This dissertation has detailed the development of a novel polarization lidar approach to

range-resolved observations through distant shallow media. The research has provided the first

depth measurement of distant extremely shallow media using a laser ranging sensor. Evolution of

the measurement has been presented, from concept to laboratory demonstration to development of

prototype instrumentation, which has led to publication [99, 97] and patent [98]. The research is

performed in the context of lidar bathymetry and has had tangible impact on the community. In

their 2012 book Fluvial Remote Sensing for Science and Management, Carbonneau and Piégay [23]

explicitly state that “in the future, hardware and software developments will enhance the resolution,

accuracy, and types of data products derived from riverine airborne lidar surveys. First, the use of

polarized lidar will probably enhance the capacities of extremely shallow water bathymetry (Mitchell

et al., 2010).”

Chapters 3 and 4 have demonstrated that a comprehensive approach to range resolved obser-

vations through shallow media is provided by a Stokes vector and Mueller matrix description of po-

larization lidar, comprehensively described by the Stokes Vector Lidar Equation. The conventional

scalar approach to lidar quantifies how much the polarization has changed, without identifying the

responsible components along the optical path. As a result, the systematic effects of retardance,

diattenuation, and depolarization and their contribution to the polarization measurement remain

unquantified.
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Chapter 5 described the Intrapulse Phase Modification Induced by Scattering technique,

which has been developed and patented within the dissertation research. INPHAMIS analyzes

naturally-occurring modifications to the polarization orientation transmitted by the sensor, induced

by the scattering process. For range resolved observations through shallow media, the INPHAMIS

technique has the capacity to transform the dual surface depth measurement into two distinct

single surface range-resolved observations, provided the scattering phase matrices of each surface

are unique. As a result, conventional limitations on range-resolved observations of shallow media,

introduced by the governing time responsivity of the sensor, are effectively removed. Performance

of the INPHAMIS technique is optimized within the context of the Stokes Vector Lidar Equation

by accounting for and mitigating systematic effects of retardance, diattenuation, and depolarization

along the optical path. Operation of the technique was demonstrated for a simulated supraglacial

melt lake, demonstrating 1 cm water depth measurement with ±3 mm uncertainty.

Chapter 6 detailed the design and operation of a prototype polarization lidar developed

within the dissertation research to demonstrate applicability of the theory developed in Chapters

3-5 to range resolved observations through shallow media beyond the laboratory environment. The

low SNR detection approach was introduced in Chapter 4 as a means to optimize the collection

efficiency of range measurements and integrated with the polarization lidar theory to develop a

sensor suitable for operations onboard remote platforms where mass, volume, and power restrictions

often constrain sensor architecture. The sensor presented in Chapter 6 is particularly attractive for

operations over remote locations such as the GIS, where manned field campaigns can be logistically

expensive and often pose dangers to those involved due to harsh terrain. Platforms such as UAS

offer potential for high-coverage, long-term monitoring of supraglacial melt lakes at low cost.

7.2 Recommendations

The approach to range-resolved observations developed in the dissertation research is fully

general and applicable to depth measurement of shallow media bounded by surfaces defined by a

unique scattering phase matrix. While the dissertation details research performed in the context
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of lidar bathymetry, additional areas of remote depth sensing can benefit from the research. For

example, in the biomedical field, polarimetric imaging has been used to identify areas of tissue

abnormalities in patients [8], in many cases preventing the patient from undergoing a painful and

potentially harmful biopsy to facilitate a proper diagnosis. The images provide an indication of the

tissue’s capacity to depolarize the incident light, which can serve as an indicator of potentially can-

cerous cells [106]. Unlike the surface imagery used in the field today, the polarization measurement

approach developed in the dissertation may enable evaluation of the surface scattering properties of

the tissue as well as an estimate of the depth of abnormal cells, permitting a noncontact measure-

ment of the volume occupied by cancerous cells and providing additional insight into the patient’s

condition. In addition to depolarizing media such as tissues, bodies of water, etc., diattenuating

and retarding surfaces could be considered in future exploration of shallow media.

The dissertation research can be applied to range-resolved observations through shallow media

in solid, liquid, or gaseous form where the scattering phase matrices defining the bounding surfaces

differ and the received scattered signals can be analyzed and isolated by the Mueller matrix de-

scribing the lidar receiver configuration. Furthermore, the approach to remote shallow media depth

measurement developed within the research can be applied to additional range-resolved observa-

tions in which the first surface is penetrable, the bounding surfaces are detectable, and the range

information acquired from each surface is unique. Application of the approach through analysis of

polarization information has been presented in this dissertation. Future generations of researchers

will evaluate applicability of the approach through utilization of alternative range information; for

example, utilization of unique spectral signatures received from each surface.
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